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Abstract. Eyewitness misidentifications are one of the leading factors in wrongful 

convictions. This study focuses on the structure of the lineups, which is one of the 

factors that cause misidentification, and the use of artificial intelligence (AI) 

technologies in the selection of fillers to be included in the lineups. In the study, AI-

based face recognition systems are used to determine the level of similarity of fillers to 

the suspect. Using two different face recognition models with a Convolutional Neural 

Network (CNN) structure, similarity threshold values close to human performance 

were calculated (VGG Face and Cosine similarity = 0.383, FaceNet and Euclidean l2 

= 1.16). In the second part of the study, the problems that are likely to be caused by 

facial recognition systems used in the selection of fillers are examined. The results of 

the study reveal that models responsible for facial recognition may not suffice alone in 

the selection of fillers and, an advanced structure using CNN models trained to 

recognize other attributes (race, gender, age, etc.) associated with similarity along with 

face recognition models would produce more accurate results. In the last part of the 

study, a Line-up application that can analyze attributes such as facial similarity, race, 

gender, age, and facial expression, is introduced. 

 

 

1. Introduction 
 

Extensive research on wrongful convictions reveals that misidentifications of 

eyewitnesses are leading factors that cause errors [1-4]. Like legal experts, scientists 

are aware of this problem. For decades, scientists have been working to develop more 

appropriate identification procedures to determine the factors that cause 
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misidentification and to minimize the risks that may arise when collecting 

eyewitness evidence [5]. 

     Eyewitness experts examine factors affecting eyewitness identifications under 

two main groups: System variables and estimator variables [6]. Crime and 

eyewitness-related factors such as stress, violent content of the crime, exposure time, 

and perpetrator characteristics are called estimator variables [7-12]. The factors 

under the control of the justice system and related to the accuracy of the 

identification are covered under the heading of system variables [13]. Identification 

methods [14], police interrogation tactics [15], feedback [16], and post-event 

information [17] are the main areas of study on system variables. 

     Identification procedures are also one of the system variables affecting 

eyewitness identifications [18]. There are many factors related to the accuracy of the 

identification, such as the way the lineup is shown (live or photographed; sequential 

or simultaneous), the number of fillers, witness instructions, and eyewitness 

confidence [13, 19, 20]. One of these factors is the criteria for the selection of fillers 

to be included in the lineups [21]. 

     In 1998, as a result of The Executive Committee of the American Psychology-

Law Society of the APA, recommendations based on scientific findings on how to 

collect eyewitness evidence were published under four headings [22]. A new study 

has recently been published, including five new recommendations in addition to the 

four recommendations from the previous study [13]. This recent study explored 

selecting fillers for lineups under the fourth recommendation [13].  

     Wells et al. (2020) suggest that “there should be only one suspect per lineup and 

the lineup should contain at least five appropriate fillers who do not make the suspect 

stand out in the lineup based upon physical appearances or other contextual factors 

such as clothing or background”. Two main approaches are discussed on the 

similarity of fillers in the last study [13]. 

 

1.1. Filler Search Approaches 

 

1.1.1. Match-to-description. The first approach, called match-to-description, takes 

into account only the characteristics of the eyewitness in the description when 

selecting fillers [23]. It is assumed that this approach prevents possible 

misidentification due to the match of the fillers in the lineup with the description of 

the culprit, and facilitates the recognition of the perpetrator thanks to the variety in 

the facial shapes of the members of the lineup [21]. 
 

1.1.2. Match-to-appearance. In the other approach called match-to-appearance or 

resemble-suspect, the fillers are selected among those that physically resemble the 

suspect while creating a lineup [23]. There is a lot of research showing that innocent 
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suspects are more likely to be misidentified in lineups created with fillers with a low 

likeness to suspects [24]. At the same time, a study examining eyewitness 

identification procedures around the world suggests that the match-to-appearance 

approach is much more widely used [25]. However, there is also some criticism of 

this approach. 

     The most important criticism of the resemble-suspect approach is that it has no 

criterion or “stopping point” for determining how similar the fillers should be [21, 

13]. When the lineup is created with fillers very similar to the suspect, it will be very 

difficult to identify the perpetrator from within the lineup [13]. The opinion of 

experts who advocate the match-to-description approach is that this approach does 

not include such a risk due to its natural stopping point (the witness’ description of 

the culprit) [21]. 

     Although large-scale studies comparing the two approaches have highlighted 

findings supporting the match-to-description approach [24, 26] experts say the 

match-to-description approach should only be used when a complete description is 

obtained [13]. In cases where no exact description is taken or when the description 

of the eyewitness and the possible suspect are inconsistent with some physical 

characteristics, the selection of fillers that match the current appearance of the 

suspect stands out as a generally accepted hybrid approach [13]. 

     The current recommendation from the U.S. Department of Justice on the 

similarity criterion includes a hybrid approach: 

"3.2. Filler should generally fit the witness's description of the perpetrator, 

including such characteristics as gender, race, skin color, facial hair, age, and 

distinctive physical features. They should be sufficiently similar so that a suspect's 

photograph does not stand out, but not so similar that a person who knew the suspect 

would find it difficult to distinguish him or her. When viewed as a whole, the array 

should not point to or suggest the suspect to the witness [27]".  

     According to Wells et al., most research on suspect-filler similarity is based on 

subjective similarity criteria. Therefore, they noted that the appropriate level of 

suspect-filler similarity remains a question that science has not yet answered [13]. 

Based on this problem, we aimed to use AI-based facial recognition technologies to 

detect the appropriate level of similarity in suspect-filler similarity. First, we 

reviewed the computer-based systems already used when preparing the lineups. 

 

1.2. Computer-Based Systems Used in the Selection of Fillers 

 

1.2.1. Match-to-description based systems. Several studies show that computer 

systems are used by many police departments in the U.S. to access photo databases 

(driver's license and criminal photos) to create lineups [28-30] Officers have access 

to filler photos with desired characteristics by entering suspect’s physical 
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characteristics (race, gender, hair color, etc.) [29]. The VIPER (Video Identification 

Parade Electronic Recording) system used in the United Kingdom is also a filler 

database based on the match-to-description approach [31]. 

 

1.2.2. Match-to-appearance / resemble-suspect based systems.  

Tredoux's Euclidean Approach. We see that Tredoux (2002) was the first researcher 

to use a statistically based suspect-filler similarity approach in the selection of fillers, 

and he used the euclidean distance between two faces as a similarity criterion based 

on Valentine’s (1991) multidimensional 'face space' system [23, 32, 33]. In 

Valentine's (1991) multidimensional face space, the similarity between human faces 

is rated as multidimensional features such as race, age, gender, face shape, eye size, 

etc. This system, called multidimensional scaling, calculates the similarity between 

faces using the ratings of multiple features [34]. 

     We have not been able to find any information on whether this approach used by 

Tredoux (2002) in the selection of fillers is utilized in real-life and field research. 

But there has been research in recent years showing that face recognition software 

has been used to select fillers from large photo databases [28].  

 
2. Face Recognition Systems 

 

In recent years, we have seen facial recognition systems widely used in areas such 

as video surveillance, identification, and autonomous vehicles. There are various 

techniques in face recognition that focus on the features of certain elements of the 

human face or use the entire face or use these approaches in a hybrid way [35]. It is 

possible to classify these approaches used in facial recognition as feature-based and 

image-based approaches [36]. 

     Feature-based Approaches: The feature-based approach is based on data on the 

facial features such as eyes, eyebrows, and noses on the face and the intensity of 

these features [37]. It is thought that the most distinctive elements in the face area 

are the forehead and eye area [38].  

     Image-based Approaches: In image-based approaches used in facial recognition 

systems, artificial neural networks are widely used [36]. Artificial neural networks 

are one of the subfields in machine learning, a subset of artificial intelligence [39]. 

In the image-based approach based on artificial neural networks, techniques from 

statistical analysis and machine learning are utilized to find facial characteristics 

[36].  The face recognition models in the Deepface framework that we used in our 

study are also Convolutional Neural Networks-based face recognition models, a 

subtype of artificial neural network structure [40]. 

     Convolutional Neural Networks: Convolutional Neural Networks (CNN) is a 

kind of deep learning model inspired by the working structure of the animal visual 
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cortex [41]. It is also preferred for tasks such as face recognition and gender 

classification due to its common use in computer vision tasks such as image 

classification and object recognition [42]. In a CNN structure, the input image is 

processed on layers with different tasks, and a vector output is obtained as a result 

[43]. 

     The most important layer of a basic CNN structure is the Convolutional Layer, 

which consists of convolutional filters. The input image is filtered with convolutional 

filters of different sizes and feature maps are created. The pooling layer is used to 

create a subsampling of the feature maps. The activation function (non-linearity) 

used to match the input is a basic function in neural network structures and decides 

whether or not a neuron is fired by referring to a specific entry. The Fully-Connected 

Layer, which is usually found at the end of CNN structures, is responsible for the 

classification [39]. 

 
3. The Current Study 

 

Although it is thought that face recognition software may be more objective than 

face recognition by humans due to their mathematical algorithm-based ratings [34], 

research by Bergold and Heaton (2018) shows that there are some risks. The results 

of the study using a face recognition software named Betaface (Demo) by Bergold 

and Heaton (2018) where they studied the effect of the facial image database size on 

the accuracy of the identification showed that identification decreased when the 

fillers were selected from the large face database [28]. Moreover, there is concern 

that this situation may pose a serious problem as the use of these systems becomes 

more common [13]. In our opinion, it seems possible to detect an objective "stopping 

point" by using facial recognition software in order to overcome this problem of 

over-similarity. 

     In our research, we first focused on detecting an objective similarity rate that 

would be used in suspect-filler similarity using an AI-based face recognition model. 

For this purpose, we used the VGG Face and FaceNet facial recognition models 

included in the Deepface framework. We determined a stopping threshold value 

where the performance of the models is closest to the human performance. Then we 

created a list of potential fillers using Betaface (demo) software. With this sample 

list, we've explored possible problems with facial recognition systems. Finally, we 

have developed an open-source AI-based application that analyzes the suspect filler 

similarity. 

 

 

3.1. Method and Material 
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3.1.1. Deepface framework and facial recognition models. 

Deepface Framework. Deepface is an open-source facial recognition package 

released with an MIT license developed for the Python programming language [40]. 

We used the Deepface package in our study as it is able to perform the four common 

steps (face detection, alignment, vector representation, and verification) in modern 

facial recognition systems in a practical way. The framework includes Convolutional 

Neural Networks (CNN) based facial recognition models such as VGG-Face, Google 

FaceNet, OpenFace, and Facebook DeepFace [44, 40]. 

VGG Face Facial Recognition Model. One of the facial recognition models we used 

in our study was the VGG Face facial recognition model, which is the default model 

in the Deepface framework. Developed by the Visual Geometry Group at the 

University of Oxford, VGG-Face is a CNN model with 22 layers and 37 deep units. 

The image size of the model's input layer is 224x224x3, producing a feature vector 

of 2622 at the end of the process. The accuracy performance of the model in the 

LFW data set [45] was 98.78% [46]. Human performance in the LFW data set was 

found to be 97.5% [47, 43]. 

FaceNet Facial Recognition Model. The second facial recognition model used in 

our study is FaceNet face recognition model, which is also included in the Deepface 

package. FaceNet, developed by Google, is a CNN model of 140 million parameters. 

FaceNet produces a 128-dimensional feature vector from the face image it receives 

as inputs of 160 x 160 x 3 dimensions [48]. The accuracy performance of the model 

in the LFW data set [45] was 99.63% [46]. 

 

3.1.2. Metrics. CNN-based face recognition models are responsible for producing 

feature vectors that best express the face images they receive as inputs. The similarity 

between the two faces is measured by the distance between the vectors. Different 

metrics such as Cosine Similarity, Euclidean Distance and Euclidean L2 are used 

when calculating the distance between vectors [40]. As the similarity between the 

two face images increases, the calculated distance value decreases, while the distance 

value increases as the similarity decrease. A threshold value must be determined to 

decide whether the images belong to the same person [40]. 

     In this way, it can be concluded that the images belong to the same person in 

cases where the distance between the vectors is below the threshold value. The 

threshold value to be used for this purpose is not a fixed value and should be 

determined separately according to different metrics for each facial recognition 

model. 

     The threshold value of the VGG Face model in the cosine metric by Serengil was 

calculated as 0.3751 through the statistical approach [49]. It is also seen that the 

threshold value in the cosine metric of the VGG Face model is calculated as 0.3147 

through the decision tree-based C.4.5 algorithm, and the threshold value of the 
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FaceNet model in the Euclidean l2 metric is calculated as 0.90 through the decision 

tree-based C.4.5 algorithm [40]. 

     The equations for the evaluation metrics precision, recall, F1-score and accuracy 

are given as follows: 

Precision = TP / (TP + FP) 

Recall = TP / (TP + FN) 

F1-Score = 2 * (Precision * Recall) / (Precision + Recall) 

Accuracy = (TN + TP) / (TN + TP + FN + FP) 

(TP: True Positive, FP: False Positive, TN: True Negative, FN: False Negative) 

3.1.3. Our Datasets. Some research on facial recognition systems reveals that the 

systems are more successful in males than females; they also produce more 

successful results in light-skinned people than in dark-skinned people [42]. Since we 

don't want this issue to cause a bias, which is important when determining the 

threshold value, we have created two separate datasets with face images. The first 

dataset, comprising a total of 48 images, includes four photographs of six female (2 

Black, 2 White, and 2 Asian) and six male (2 Black, 2 White, and 2 Asian) 

celebrities. In the second dataset, there are four photographs of twelve different 

Black female celebrities. Since factors such as the quality of face images and the 

ratio of light affect the results [50], datasets were compiled from images with similar 

quality and light intensity.  

4.  Results 
 

All the calculations in our study were performed using the Jupyter Notebook 

development environment through Python 3.9 programming language on a computer 

with Intel(R) Core(TM) i5-4300U CPU @ 1.90GHz 2.49 GHz processor and 8.00 

GB Ram hardware power. VGG Face and FaceNet facial recognition models 

included in the Deepface framework were used to calculate the distance values 

between face images. 

4.1. Calculation of the Threshold Value We Use in Our Method 

4.1.1. VGG face and cosine similarity. In order to determine the first threshold 

value we used in our model, we first pre-labeled the facial images in the data sets we 

prepared according to whether they belonged to the same person. Then, using the 

verify() function in the Deepface package, we calculated the distance between the 

vector values of the facial images calculated by the VGG Face model according to 

the cosine metric. In this way, we have determined the distance values between faces 
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belonging to different people (False Positive) and distance values between faces 

belonging to the same people (True Positive) (Table 1). 

 
Table 1. Datasets outcomes (VGG Face, Cosine Similarity). 

 

 Mixed Dataset Black Women Dataset 

Decision Context False Positive True Positive False Positive True Positive 

N 1056 72 1056 72 

Distance Mean 0.6576 0.1863 0.4833 0.1754 

Distance SD 0.1284 0.61 0.0975 0.0649 

Note. The results were calculated with Deepface Framework on Jupyter Notebook. 

Calculations were repeated 3 times until the constant value was received. Minor changes in 

values (0.015) can be observed based on the system's hardware performance. 

 

     Since we will use distance values between faces belonging to the same people 

when calculating the threshold value, we studied whether there is a statistically 

significant difference between the two groups in terms of this parameter. After we 

found that the groups confirm the normality assumption of True Positive distance 

values [51], we used the Independent Sample t-Test to analyze whether there was a 

significant difference between the groups (Table 2). 

 
Table 2. Result of analysis black women dataset with mixed dataset (VGG Face, Cosine 

Similarity). 

 
 

    Mixed            Black Women       t(142)          p        Cohen's d 

   Dataset               Dataset                    

Parameters   M        SD            M        SD 

True Positive Dist.*  0.186   0.061   0.175    0.064   1.041           0.30     0.063 

Note. *Distance values between faces belonging to the same person. 

 

     As a result of the analysis, we found that there was no statistically significant 

difference between the datasets (M=0.186, SD=0.061), which had a balanced 

distribution in terms of gender and race, and the true positive distance values of the 

data set (M=0.175, SD=0.064) consisting solely of Black female celebrities 

(t(142)=1.041, p=0.30). Therefore, we continued our study with the findings of the 

Mixed dataset. In the next stage, we calculated the potential threshold values based 

on the statistical approach used by Serengil to calculate the threshold value 

(Threshold Value = True Positive Mean + Sigma * True Positive Standard 

Deviation) (Table 3). When we set the threshold value of 0.3693 (3σ), we found that 
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the model performed with 98.31 % accuracy. When we used 0.199 and 0.383 as the 

threshold value, we found that the model had the closest accuracy performance to 

human performance (97.5%) in the LFW data set (Table 3). 

 
Table 3. Mixed dataset threshold values (VGG Face, Cosine Similarity). 

 

Parameters Mixed Dataset Outcomes 

  
          σ          2σ      3σ   

Distance  0.199* 0 .2473 0.3083 0.3693 0.383* 

Precision   100.0% 100.0 %      100.0 % 79.12 %     72.0 % 

Recall   61.11 % 83.33 %      97.22 % 100.0 %    100.0 % 

F1 score   75.86 % 90.90 %      98.59 % 88.34 %    83.72 % 

Accuracy    97.5% 

(Human) 

    98.93 %       99.82 % 98.31 %    97.5%        

  (Human) 

Note. The results were calculated with Deepface Framework on Jupyter Notebook. 1 sigma 

corresponds to 68.27% confidence, 2 sigma corresponds to 95.45% confidence, and 3 sigma 

corresponds to 99.73% confidence. * When we set the threshold at 0.199 and 0.383, the facial 

recognition system performs closest to human performance (97.5%) in the LFW dataset. 

Table 4. Black women dataset threshold values (VGG Face, Cosine Similarity). 

 

Parameters Black Women Dataset Outcomes 

  
           σ           2σ      3σ   

Distance  0.199 0.2403 0.3083 0.3693 0.383 

Precision   98.07 % 95.08 %      67.64 % 33.02 %    28.57 % 

Recall   70.83 % 80.55 %      95.83 % 100.0 %    100.0 % 

F1 score   82.25 % 87.21 %      79.31 % 49.65 %    44.44 % 

Accuracy   98.04 %     98.49 %       96.80 %  87.05%    84.04 % 

Note. The results were calculated with Deepface Framework on Jupyter Notebook. 
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4.1.2. FaceNet and Euclidean L2. We used the same method to determine the 

appropriate threshold value in the FaceNet model and the Euclidean L2 metric. Using 

the verify() function in the Deepface framework, we calculated the distance between 

the vector values of face images calculated by the FaceNet model according to the 

Euclidean metric (Table 5). 

 
TABLE 5. Datasets outcomes (FaceNet, Euclidean L2). 

 

 Mixed Dataset Black Women Dataset 

Decision Context False Positive True Positive False Positive True Positive 

N 1056 72 1056 72 

Distance Mean 0.3722 0.6354 1.221 0.6087 

Distance SD 0.0948 0.1015 0.1335 0.1262 

Note. The results were calculated with Deepface Framework on Jupyter Notebook. 

 

     After finding that the true positive distance values of the images in mixed and 

Black women datasets confirm the assumption of normality according to the 

Kolmogorov-Smirnov Test, we used the Independent Sample t-Test to analyze 

whether there was a statistically significant difference between the groups (Table 6). 

 
Table 6. Result of analysis black women data set with mixed data set (FaceNet, 

Euclidean L2). 

 
 

    Mixed           Black Women       t(142)         p       Cohen's d 

   Dataset               Dataset                    

Parameters    M        SD          M       SD 

True Positive Dist.* 0.635   0.101   0.609   0.127 1.398 0.164 0.114 

Note. *Distance values between faces belonging to the same person (TPD). M = It is the 

mean of the TPD values within the group. SD= It is the standard deviation of the TPD values 

within the group. 

     As a result of the analysis, we found that there was no statistically significant 

difference between the datasets (M=0.635, SD=0.101) with a balanced distribution 

in terms of gender and race and the true positive distance values of the data set 

(M=0.609, SD=0.127) consisting solely of Black female celebrities (t(142)=1.398, 

p=0.164). Therefore, we continued our study with the findings of the Mixed dataset. 

When we set the threshold value of 0.9399 (3σ) in the conditions in which we used 

the FaceNet facial recognition model and the Euclidean l2 metric, we found that the 
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model performed with 99.73% accuracy. When we used 0.68 and 1.16 as the 

threshold value, we found that the model had the closest accuracy performance to 

human performance (Table 7). 

 
Table 7. Mixed dataset threshold values (FaceNet, Euclidean L2). 

 

Parameters Mixed Data Set Outcomes 

  
           σ 2σ 3σ   

Distance  0.68* 0.7369 0.8384 0.9399      1.16* 

Precision   100.0 % 100.0 % 100.0 % 96.0 %     72.0 % 

Recall   63.88 % 86.11 % 100.0 % 100.0 %    100.0 % 

F1 score   77.96 % 92.53 % 100.0 % 97.95 %    84.21 % 

Accuracy   97.69 %     99.11 %  100.0 % 99.73 %    97.60 %  

Note. The results were calculated with Deepface Framework on Jupyter Notebook. 1 sigma 

corresponds to 68.27% confidence, 2 sigma corresponds to 95.45% confidence, and 3 sigma 

corresponds to 99.73% confidence. *When we set the threshold at 0.68 and 1.16, the facial 

recognition system performs closest to human performance in the LFW dataset. 

Table 8. Black female dataset threshold values (FaceNet, Euclidean L2). 

 

Note. The results were calculated with Deepface Framework on Jupyter Notebook. * When 

we set the threshold at 0.955, the facial recognition system performs closest to human 

performance in the LFW dataset. 

Parameters Black Women Data Set 

  
        σ        2σ 

 
     3σ   

Distance          0.68   0.7349     0.8611    0.955*   0.9873   1.16 

Precision      100.0% 100.0%   94.52 % 72.72%  58.53 %  17.69% 

Recall      72.22 % 83.33 %   95.83 % 100.0%  100.0 % 100.0 % 

F1 score      83.87 % 90.90 %   95.17 % 84.21%  73.84 % 30.06 % 

Accuracy      98.22%  98.93 %    99.37 % 97.60%  95.47 % 70.30%        
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4.2. Similarity Results of Potential Fillers Listed with Betaface (demo). In the 

second part of our study, we used facial recognition software called Betaface (demo) 

to create a sample fillers list. Betaface (demo) is a feature-based facial recognition 

system [34] that calculates over 22 and 101 points on the face [52]. 

     Bergold and Heaton (2018) selected the top 12 people who most resembled the 

suspect from the database they created with facial recognition software called 

Betaface (demo). Then, with an experienced homicide detective selecting five people 

from 12 photographs, lineups were created to be used in the research. We also used 

software called Betaface (demo) to identify the top 10 people who most resembled 

the corresponding author of this article from within the celebrities’ database (40000+ 

faces of famous people). We then calculated the vector distances of these 10 people 

according to the Cosine metric of the VGG Face model and the Euclidean L2 metric 

of the FaceNet model (Tables 9 and 10). 

 
Table 9. Betaface (Demo) test (1-5). 

 

Similarity 

Parametres 

BetaFace (Demo) Images 

1st 2nd 3rd 4th 5th 

Betaface 

Similarity 

83.3% 79.9% 79.7% 79.6% 78.7% 

VGG-Face 

(Cosine)*  

0.3094 0.3310 0.2386 0.3520 0.2422 

FaceNet 

(EuclideanL2)* 

0.9104 1.0300 1.0217 1.0686 0.9236 

Note. *The results were calculated with Deepface Framework on Jupyter Notebook.  

Table 10. Betaface (Demo) test (6-10). 

 

Similarity 

Parametres 

BetaFace (Demo) Images 

6th 7th 8th 9th 10th 

Betaface 

Similarity 

78.3% 78.3% 77.6% 77.6% 77.1%  

VGG-Face 

(Cosine)*  

0.2171 0.2644 0.3717 0.4461 0.4448 

FaceNet 

(EuclideanL2)* 

1.0231 0.9693 1.1876 1.1519 1.1658 

Note. *The results were calculated with Deepface Framework on Jupyter Notebook. 
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5. Discussion 
 

5.1. Appropriate Threshold Value. In our research, we first focused on detecting 

an optimal level of similarity of fillers to the suspect that could be used as a stopping 

point. One of the problems that we encountered at this stage was that the facial 

recognition models we used had a higher accuracy performance than human 

performance (In Mixed data set (3σ): VGG Face = 98.31%, FaceNet = 99.73% 

(Table 3.7), in LFW data set: VGG Face = 98.95% FaceNet = 99.63% [46]). There 

is a risk that a system with a higher accuracy rate than humans is listing fillers who 

are difficult to distinguish by humans. Therefore, we preferred a system that has a 

similar accuracy performance to that of humans (97.5%). 

5.1.1. Appropriate Threshold Value in VGG Face and Cosine Metric We found that 

the VGG Face facial recognition model performed 98.31% accuracy under a 

threshold of 0.3693 (3σ). When we set the threshold at 0.199 and 0.383, we found 

that the system was approaching the human performance level of 97.5% accuracy 

(Table 3). We decided to use 0.383 (sigma > 3) because the value 0.199 (sigma < 

1) is not statistically secure enough. In this way, we tried to minimize the risk of 

people being included in the lineup, who cannot be distinguished by eyewitnesses 

because they are so similar. As a result, we decided that the optimal level of 

similarity (as a stopping point) that should be used in terms of suspect-filler 

similarity should be 0.383 under the condition that the VGG Face facial recognition 

model and cosine similarity metric are used.  

 

5.1.2. Appropriate threshold value in faceNet and Euclidean L2 metric. We 

found that the FaceNet facial recognition model performed with 99.73% accuracy 

under a threshold of 0.3693 (3σ). When we set the threshold at 0.68 and 1.16, we 

found that the system was approaching the human performance level of 97.5% 

accuracy (Table 7). We decided to use 1.16 (sigma > 3) because the value of 0.68 

(sigma < 1) is not statistically secure enough. In this way, we tried to minimize the 

risk of people being included in the lineup, who cannot be distinguished by 

eyewitnesses because they are so similar. As a result, we decided that the optimal 

level of similarity (as a stopping point) that should be used in terms of suspect-filler 

similarity should be 0.383 under the condition that the FaceNet face recognition 

model and Euclidean l2 metric are used. 

 

5.2. Risks in Selecting Fillers with Facial Recognition Software 

 

5.2.1. Too much facial similarity. In the second part of our study, we used Betaface 

(demo) software to list the top 10 results that resemble the corresponding author of 

this article from the celebrities' database. The similarity results calculated with 
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Betaface (demo), VGG Face, and FaceNet can be seen in Tables 9 and 10. We used 

the threshold values we identified at the previous stage to assess whether the 10 listed 

people were eligible to be included in the lineup in terms of their similarity to the 

suspect. When we used the threshold value of 0.383, which we set for VGG Face 

and cosine metric, we concluded that 8 out of 10 people listed by Betaface (demo) 

software were too similar to be used in the lineup. In the case where we used the 

threshold value of 1.16, which we set for FaceNet and Euclidean l2 metric, we 

concluded that 8 out of 10 people were too similar to be used in the lineup (Table 9-

10). The results at this stage also supported the concern expressed by Wells et al. 

(2020) that facial recognition software would choose more similar fillers to the 

suspect if there was no stopping point. 

 

5.2.2. Other similarity factors. Apart from facial geometry-based similarity, there 

are other factors to consider in the selection of fillers. Factors such as race, skin color, 

age, gender, eye color, hair color, hairstyle, facial hair, distinctive physical features, 

and photo background are some of the other factors to consider when creating a 

lineup [27,13]. In this second part of our study, we noticed that some of the people 

listed by Betaface (demo) software had discrepancies in skin color, and one had a 

long beard. However, we found that the result of facial similarity of these 

problematic samples remained below the threshold values that we set as a stopping 

point in both face recognition models. This is not surprising, especially given the 

verification-oriented working structure of CNN-based face recognition models, but 

it is also an indication that they alone will not be sufficient to create a lineup in terms 

of other factors associated with similarity. However, we also know that models using 

CNN structure can be trained in the classification of such features [40]. Therefore, 

we have concluded that an advanced structure created with other feature-based 

trained models together with the facial recognition model will allow for the use of 

both match-to-description and match-to-appearance approaches based on common 

and objective criteria. 

 

5.3. The Line-up Application. The results of our study in the second part showed 

that models responsible only for facial recognition may not be sufficient in the 

selection of fillers. Therefore, we concluded that an advanced structure using CNN 

models trained to recognize other characteristics (race, gender, age, etc.) associated 

with similarity along with facial recognition models would produce more accurate 

results. Based on this result, we developed open-source software that can be analyzed 

based on factors such as facial similarity, race, gender, age, and facial expression 

(Figure 1, Note. The photos were created by https://generated.photos/ and do not 

belong to real people). 
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Figure 1. Line-up app. 

 

We used the Python programming language and fully open-source software libraries, 

especially the Deepface framework when developing the Line-up application. The 

app allows users to perform suspect-filler similarity analysis by selecting one of the 

VGG Face and FaceNet facial recognition models and one of the cosines, Euclidean, 

and Euclidean l2 metrics according to their request. In cases where one of the default 

settings is selected or the appropriate threshold value range is determined, the face 

similarity eligibility results of the fillers uploaded to the system are listed. At the 

same time, conformity analysis of other similarity-related characteristics such as 

race, age, gender, and facial expression can be performed. With future developments, 

we aim to analyze other factors that will affect eyewitness identification, such as the 

eye color, hair color, hairstyle, facial hair, and photo background of the fillers. 

 
6.   Limitations 

 

6.1. Performance Differences of Face Recognition Models 

 

6.1.1. Demographic Challenges. There are many reservations about the use of 

artificial intelligence-based facial recognition systems in public areas. One of the 

most commonly cited ethical issues is the risk of increasing social bias due to the 

change in system performance according to gender and skin color [42]. Research by 

Buolamwini (2017) shows that darker-skinned females are 32 times more likely to 

be misclassified than men with lighter skin. It has been concluded that this resulting 

bias is largely related to the data sets used to train artificial intelligence systems [53]. 
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As a result of research on biases caused by facial recognition models, systems have 

evolved and interracial accuracy performances have come close to each other [54].  

Research shows the importance of training models with balanced data sets in these 

improvements [55]. Although we use trained CNN models, these standards are also 

important for determining appropriate threshold values. Possible performance 

differences resulting from the use of a fixed threshold value can also lead to bias and 

negative consequences for disadvantaged groups. 

     Since we did not want the face recognition models, we used in our study to cause 

such bias, when calculating the threshold values, we used two separate data sets, one 

with a balanced diversity of race and gender and the other consisting solely of Black 

female celebrities. We found that the VGG Face facial recognition model performed 

over 96% accuracy in both data sets (Mixed Accuracy = 99.82%, BF Accuracy = 

96.80%) (Sigma = 2) (Table 3, 4). We found that the FaceNet facial recognition 

model performed over 99% accuracy in both data sets (Mixed Accuracy = 100.0%, 

BF Accuracy = 99.37%) (Sigma = 2) (Table 7, 8). In our analysis, we used distance 

values of the same individuals' images with each other as dependent variables and 

found that there was no statistically significant difference between the groups (Table 

2, 6). However, when we used the appropriate threshold values that we identified 

(VGG Face and cosine similarity = 0.383, FaceNet and Euclidean l2 = 1.16) we 

found that both models performed poorly in the Black women data set (Table 4,8).  

When adjusting the threshold values of models, we used human accuracy 

performance, measured in the LWF dataset, as a criterion. Since the LWF dataset 

includes gender and racial diversity, we were able to compare the accuracy 

performance with the mixed dataset unlike the Black women dataset. 

     However, at this stage, we think that the threshold value equivalent to 97.5% 

accuracy performance can be used in the Black women dataset as the threshold value 

in disadvantaged groups to avoid a bias that can cause by the performance of facial 

recognition models. As a result of our calculations for this purpose, we found that 

the VGG Face model works with 97.5% accuracy performance at a threshold of 

0.278 in the Black women data set, but is statistically low in reliability (sigma < 2). 

We found that the FaceNet model works with 97.6% accuracy performance at a 

threshold of 0.955 on the Black woman data set and has high statistical reliability 

(sigma > 2). As a result, we have concluded that the threshold value of 0.955, which 

we calculated with the FaceNet model and Euclidean l2 metric, can be used in 

disadvantaged groups to avoid a bias caused by the performance of facial recognition 

models. However, we still think that setting a different threshold range for each 

group will minimize this potential risk to avoid a possible bias caused by the 

performance differences of face recognition models. 
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6.1.2. Image quality-based challenges. We know that facial recognition models 

need to be trained with balanced data sets in terms of gender and race so as not to 

cause bias. At the same time, factors such as the quality of facial images, and shadow 

and light ratio directly affect the results produced by face recognition models [50]. 

Although we use trained CNN models, these standards are also important for 

determining appropriate threshold values.  

     When preparing the dataset we used in our study, we made sure that the images 

had similar quality and light intensity. Nevertheless, we should say that the threshold 

values obtained in our study are largely valid in the conditions in the data sets 

prepared by us. However, when we set the threshold values at a high confidence 

level (sigma = 3), we found that both models produced results close to the original 

accuracy performance achieved in the LFW dataset, so we think the results can be 

generalized (For an argument that the LWF dataset does not represent a balanced 

sample, see [56]).  

     In order to achieve more reliable results, the data set should be created using 

photos that have standard qualities. The face recognition model and metric to be used 

afterward should be determined and a sample set of images should be prepared from 

the images in this data set and the appropriate threshold value should be determined 

with the method we described. Similarity calculations should be made with 

computers with equivalent system performance. Finally, we think that these 

statistically determined threshold values should be supported by experimental 

studies in order to be used in real life.  

 

6.2. Upper Threshold Value. The fillers selected with the resemble-suspect 

approach must be within the acceptable similarity range [21]. Therefore, in addition 

to the lower threshold value that we have set as a stopping point, an upper threshold 

value should be determined. The upper threshold value is important to prevent the 

suspect from standing out in the lineup. However, since we can’t determine how 

different the results above the threshold we have determined as a stopping point 

differ by statistical method, we think that the upper threshold value should be 

determined via experimental studies. In this respect, we think it is more accurate to 

select the people closest to the lower threshold (stopping point) as fillers when 

searching a database until a scientific threshold value is determined. 

 
7.  Conclusions 

 

AI-based systems can be used to control the system variables under the control of 

the justice system and ensure equal and objective distribution of justice. At the same 

time, using these technologies in areas that directly affect convictions, such as the 

legality and reliability of evidence, seems important for the justice system to free 
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itself from prejudices and improve. Of course, this is only possible provided that the 

artificial intelligence systems to be used comply with ethical requirements such as 

the "European Ethical Charter on the use of artificial intelligence (AI) in judicial 

systems [57]" and legal regulations such as "the Artificial Intelligence Act [58]". 

     A great deal of research examining wrongful conviction cases reveals that the 

problem was largely due to misidentification [1-3]. In our study, we focused on the 

lineup structure, which is one of the factors that cause misidentification, and the 

approaches used in the selection of fillers to be included in the lineup. The results of 

the research conducted by Bergold and Heaton showed that fillers selected from 

large databases with face recognition software bore a lot of similarity to the suspect, 

which reduced their identification rates [28]. These results have raised concerns that 

using the suspect resemblance approach in this way, which has yet to have an 

objective stopping point, will become an increasingly common problem. [13].  

     In our research, we first focused on detecting an objective stopping point that 

could be used in the suspect-filler similarity. Using two different facial recognition 

models with a CNN (Convolutional Neural Network) structure, we calculated 

optimal threshold values close to human performance (VGG Face and cosine 

similarity = 0.383, FaceNet and Euclidean l2 = 1.16). To avoid a possible bias caused 

by the interracial performance of facial recognition models, we have identified a safe 

threshold value that can be used in disadvantaged groups (FaceNet and Euclidean l2 

= 0.955).  

     However, in order to reach the most reliable threshold values, we have concluded 

that the face images database to be selected for fillers must be created from images 

with standard attributes, and that the appropriate threshold value should be 

determined using the method described in a sample created from face images in this 

database, and that these statistically determined threshold values should be supported 

by experimental studies in order to be used in real life. 

     In the second part of our research, we conducted a study on the problems that are 

likely to arise from the use of facial recognition software without stopping. With the 

Betaface (demo) software used by Bergold and Heaton (2018) in their research, we 

have listed the 10 celebrities who most resembled the corresponding author of this 

article from the celebrities’ database. We found that 8 out of 10 of these people fell 

below the threshold values we set in both models, which means that these people are 

too similar to be a filler. The results of the study supported concerns raised by Wells 

et al. (2020) that facial recognition software would choose fillers that looked too 

similar to the suspect if they did not have a stopping point.  

     The results of our study also reveal that models responsible only for facial 

recognition may not be sufficient in the selection of fillers. Therefore, we concluded 

that an advanced structure using CNN models trained to recognize other 
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characteristics (race, gender, age [59]) associated with similarity along with facial 

recognition models would generate more accurate results. 
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