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#### Abstract

In this paper we introduce vector-valued Riesz sequence spaces $R_{0}^{q}(X), R_{c}^{q}(X), R_{\infty}^{q}(X)$ and $R_{1}^{q}(X)$ and determine their Köthe-Toeplitz duals. Also, we characterize some matrix classes.


## 1. Definitions, Notations and Preliminary Results

Let $(X,\|\cdot\|)$ be a Banach space over the complex field and let $w(X)$ and $\Phi(X)$ denote the set of all $X$-valued sequences and the set of all finite sequence in $X$, respectively. We denote $\ell_{\infty}(X), c(X)$, and $c_{0}(X)$, respectively, for the bounded, the convergent and the null sequence space in $X$, when $X=\mathbb{R}$ or $\mathbb{C}$, the real or complex numbers we shall use the familiar notation $\ell_{\infty}, c$ and $c_{0}$. It is familiar that they are Banach spaces with the norm $\|\mathbf{x}\|_{\infty}=\sup _{k}\left\|x_{k}\right\|$ where $x_{k} \in X$ for $k=1,2, \ldots$. Also by $c s(X)$ and $\ell_{1}(X)$, we denote convergent and absolutely convergent series in $X$, respectively, and the space $\ell_{1}(X)$ is a Banach space under $\|\mathbf{x}\|_{1}=\sum_{k=1}^{\infty}\left\|x_{k}\right\|$. By $S$ we denote the set of all $x \in X$ such that $\|x\| \leq 1$. If $Y$ is a Banach space, $B(X, Y)$ is the set of all bounded operators from $X$ into $Y$ and if $T \in B(X, Y)$ the operator norm of $T$ is $\|T\|=\sup _{x \in S}\|T x\|$. We use the notation $X^{*}$ to indicate the continuous dual of $X$, i.e $B(X, \mathbb{C})$. For a Banach space $X$ we use $\theta$ for the zero element.

Generalized Köthe-Toeplitz duals of a $X$-valued sequence space $E$ was defined by Maddox [3]. Let $X$ and $Y$ be Banach spaces and $\left(A_{k}\right)$ a sequence in $B(X, Y)$. Then the $\beta$-dual and $\alpha$-dual of $E$ are defined as

$$
\begin{aligned}
E^{\beta} & =\left\{A=\left(A_{k}\right): \sum_{k=0}^{\infty} A_{k} x_{k} \quad \text { converges in the } Y \text { norm for all } x \in E\right\} \\
E^{\alpha} & =\left\{A=\left(A_{k}\right): \sum_{k=0}^{\infty}\left\|A_{k} x_{k}\right\|<\infty \quad \text { for all } x \in E\right\}
\end{aligned}
$$

[^0]Let $A_{n k} \in B(X, Y)$ for all $k, n \in \mathbb{N}$ and $\mathbf{A}=\left(A_{n k}\right)$ be an infinite matrix. Suppose that $E$ and $F$ are nonempty subsets of $w(X)$. We define the matrix classes $(E, F)$ by saying that $\mathbf{A} \in(E, F)$ if and only if, for every $\mathbf{x}=\left(x_{k}\right) \in E$,

$$
\mathbf{A}_{n}(\mathbf{x})=\sum_{k=0}^{\infty} A_{n k} x_{k}
$$

converges for each $n$ and the sequence

$$
\mathbf{A} \mathbf{x}=\left(\sum A_{n k} x_{k}\right)_{n} \text { belongs to } F
$$

The notion of the group norm of a sequence of bounded and linear operators was came up with by Robinson [2] and was named by Lorentz and Macphil [1].

Let $\left(B_{k}\right)=\left(B_{0}, B_{1}, \ldots\right)$ be a sequence in $B(X, Y)$, the group norm of $\left(B_{k}\right)$ be

$$
\begin{equation*}
\left\|\left(B_{k}\right)\right\|=\sup \left\|\sum_{k=0}^{n} B_{k} x_{k}\right\|, \tag{1.1}
\end{equation*}
$$

where the supremum is taken over all $n \in \mathbb{N}$ and all choices of $x_{k} \in S$.
Now we introduce a generalized Riesz mean or operator Riesz mean, which have been studied different mathematicians, see for example [3], [5] and [6], as follows.

Let $Q_{n}$ and $q_{k}$ be bijective elements of $B(X, X)$ and let $\left(q_{k}\right)$ be a sequence. Define the matrix $\mathbf{R}^{q}=\left(\mathcal{R}_{n k}\right)$ of the Riesz mean, which is a triangular matrix, by

$$
\mathcal{R}_{n k}= \begin{cases}Q_{n}^{-1} q_{k} & , \quad 0 \leq k \leq n  \tag{1.2}\\ O & , \quad k>n\end{cases}
$$

where $O$ is the zero element of $B(X, X)$, while $Q_{n}$ is determined by the relation

$$
\begin{equation*}
Q_{n}^{-1} \sum_{k=0}^{n} q_{k} x=x, x \in X \tag{1.3}
\end{equation*}
$$

Also, if $\mathbf{x}=\left(x_{k}\right)$ is a sequence in $X$ we write

$$
\begin{equation*}
R_{n}^{q}(\mathbf{x})=\sum_{k=0}^{n} Q_{n}^{-1} q_{k} x_{k} \tag{1.4}
\end{equation*}
$$

which is called $\mathbf{R}^{q}$-transform of $\mathbf{x}$ where $R^{q} \mathbf{x}=\left(R_{n}^{q}(\mathbf{x})\right)$.
We say that $\mathbf{x}$ is $(R, q, X)$ summable to $l$, written $x_{n} \rightarrow l(R, q, X)$ if and only if there exists $l \in X$ such that $R_{n}^{q}(x) \rightarrow l$ as $n \rightarrow \infty$ in the norm of $X$.

The generalized matrix domain $\lambda(X)_{\mathbf{A}}$ of an infinite matrix $\mathbf{A}=\left(A_{n k}\right)$ in a vector valued sequence space $\lambda(X)$ is defined by

$$
\lambda(X)_{\mathbf{A}}=\left\{\mathbf{x}=\left(x_{k}\right): \mathbf{A} \mathbf{x} \in \lambda(X)\right\}
$$

which is a sequence space.
Köthe-Toeplitz duals of classical sequence spaces and matrix classes of between these spaces have been intensively examined up to now.

Recently the researchers have constructed new complex valued sequence spaces by using matrix domain of some special means such as Cesàro, Riesz and Euler, [8, [9], [10] and [11]. The infinite matrices in the matrix classes examined in these studies have been obtained from complex or real numbers.

The vector-valued sequence spaces were firstly introduced by Robinson in 1950 by using any Banach spaces instead of complex Banach space. Maddox, in his book "Infinite Matrices of Operators" presented this new concept extensively to the interests of the researchers. In this book, the matrix classes between vectorvalued sequence spaces were constructed by infinite matrices of linear operators. This is the basic difference with classical sequence spaces.

With these developments, that questions comes to our minds; Can new vectorvalued sequence spaces be obtained by using matrix domain of some special mappings? Thus, we have decided to define and introduce new vector-valued sequence spaces by using generalized matrix domain of operator Riesz mappings.
2. The Vector-Valued Sequence $\operatorname{Spaces} R_{\infty}^{q}(X), R_{c}^{q}(X), R_{0}^{q}(X)$ and $R_{1}^{q}(X)$ and Their Köthe-Toeplitz Duals

In this section we define the vector-valued Riesz sequence spaces $R_{\infty}^{q}(X), R_{c}^{q}(X)$, $R_{0}^{q}(X)$ and $R_{1}^{q}(X)$ and determine the $\beta$-dual of the spaces $R_{0}^{q}(X), R_{c}^{q}(X)$ and $R_{\infty}^{q}(X)$. Also we determine the $\alpha$-dual of the space $R_{1}^{q}(X)$.

If we consider the operator Riesz matrix, then we can define the new vectorvalued sequence spaces $R_{\infty}^{q}(X), R_{c}^{q}(X), R_{0}^{q}(X)$ and $R_{1}^{q}(X)$ by using the generalized matrix domain as follows:

$$
\begin{aligned}
R_{\infty}^{q}(X) & =\left\{\mathbf{x}=\left(x_{k}\right) \in w(X): \sup _{n}\left\|\sum_{k=0}^{n} Q_{n}^{-1} q_{k} x_{k}\right\|<\infty\right\} \\
R_{c}^{q}(X) & =\left\{\mathbf{x}=\left(x_{k}\right) \in w(X): \lim _{n}\left\|\sum_{k=0}^{n} Q_{n}^{-1} q_{k} x_{k}-l\right\|=0 \text { for some } l \in X\right\} \\
R_{0}^{q}(X) & =\left\{\mathbf{x}=\left(x_{k}\right) \in w(X): \lim _{n}\left\|\sum_{k=0}^{n} Q_{n}^{-1} q_{k} x_{k}\right\|=0\right\} \\
R_{1}^{q}(X) & =\left\{\mathbf{x}=\left(x_{k}\right) \in w(X): \sum_{n=1}^{\infty}\left\|\sum_{k=0}^{n} Q_{n}^{-1} q_{k} x_{k}\right\|<\infty\right\}
\end{aligned}
$$

that is, $\left\{\ell_{\infty}(X)\right\}_{\mathbf{R}^{q}}=R_{\infty}^{q}(X),\{c(X)\}_{\mathbf{R}^{q}}=R_{c}^{q}(X),\left\{c_{0}(X)\right\}_{\mathbf{R}^{q}}=R_{0}^{q}(X)$ and $\left\{\ell_{1}(X)\right\}_{\mathbf{R}^{q}}=R_{1}^{q}(X)$.

In the case $X=\mathbb{R}$ or $\mathbb{C}$ and $q_{n}(x)=q_{n}$ for all $n \in \mathbb{N}$ and for all $x \in X$, the vector valued sequence spaces $R_{\infty}^{q}(X), R_{c}^{q}(X), R_{0}^{q}(X)$ are, respectively, reduced to the real valued sequence spaces $(\bar{N}, q)_{\infty},(\bar{N}, q)$ and $(\bar{N}, q)_{0}$ which are introduced by

Malkowsky and Rakočević [7]. We should record here that the matrix $\mathbf{R}^{q}=\left(\mathcal{R}_{n k}\right)$ can be reduced to the Riesz matrix $\bar{N}_{q}$. So, the results related to the matrix domain of the matrix $R_{\infty}^{q}(X)$ and $R_{c}^{q}(X), R_{0}^{q}(X)$ are more general and comprehensive than the corresponding consequences of the matrix domain of $\bar{N}_{q}$, and include them.

It is easy to see that the vector-valued sequence spaces $R_{\infty}^{q}(X), R_{c}^{q}(X)$ and $R_{0}^{q}(X)$ are $B K$ spaces with the norm

$$
\|\mathbf{x}\|_{\infty}=\sup _{n}\left\|R_{n}^{q}(\mathbf{x})\right\|=\sup _{n}\left\|\sum_{k=0}^{n} Q_{n}^{-1} q_{k} x_{k}\right\|
$$

and the space $R_{1}^{q}(X)$ is $B K$-space with the norm

$$
\|\mathbf{x}\|_{1}=\sum_{n=1}^{\infty}\left\|R_{n}^{q}(\mathbf{x})\right\|=\sum_{n=1}^{\infty}\left\|\sum_{k=0}^{n} Q_{n}^{-1} q_{k} x_{k}\right\| .
$$

Also, one can easily show that the spaces $R_{\infty}^{q}(X), R_{c}^{q}(X), R_{0}^{q}(X)$ and $R_{1}^{q}(X)$ are linearly isomorphic to the spaces $\ell_{\infty}(X), c(X), c_{0}(X)$ and $\ell_{1}(X)$, respectively.

The following two lemmas, due to Maddox [3]. The first one is characterized the matrix classes $(c(X), c(Y))$, i.e., the operator version of conservative matrices. The second theorem extends the classical theorem of Schur on matrices belonging to the class $\left(\ell_{\infty}, c\right)$. One can also see [3] for their proofs.
Lemma 1. [4, Theorem 4.2] Let $A_{n k} \in B(X, Y)$ for all non-negative integers $k, n$. Then $\left(A_{n k}\right) \in(c(X), c(Y))$ if and only if

$$
\begin{array}{r}
\text { there exists } \lim _{n} A_{n k} \text { for each } k, \\
\sup _{n}\left\|\left(A_{n k}\right)\right\|<\infty, \\
\sum A_{n k} \text { converges for each } n, \\
\text { there exists } \lim _{n} \sum A_{n k} . \tag{2.4}
\end{array}
$$

Lemma 2. [4, Theorem 4.6] Let $X$ and $Y$ be Banach spaces and $\left(A_{n k}\right) \in B(X, Y)$. Write for each $n, m$,

$$
R_{n m}=\left(A_{n m}, A_{n, m+1}, \ldots\right)
$$

so that $R_{n m}$ is the $m^{\text {th }}$ tail of the $n^{\text {th }}$ row of the matrix $\mathrm{A}=\left(A_{n k}\right)$. Then $\left(A_{n k}\right) \in$ $\left(\ell_{\infty}(X), c(Y)\right)$ if and only if
there exists $\lim _{n} A_{n k}=A_{k}$ for each $k$,

$$
\begin{equation*}
\sup _{n}\left\|R_{n m}-R_{m}\right\| \rightarrow 0(m \rightarrow \infty), \tag{2.6}
\end{equation*}
$$

where $R_{m}=\left(A_{m}, A_{m+1}, \ldots\right)$. When (2.5)-(2.7) hold we have

$$
\lim _{n} \sum A_{n k} x_{k}=\sum A_{k} x_{k}
$$

for each $\mathrm{x} \in \ell_{\infty}(X)$.
The next lemma can be deduced from Lemma 1 .
Lemma 3. Let $A_{n k} \in B(X, Y)$ for all non-negative integers $k, n$. Then $\left(A_{n k}\right) \in$ $\left(c_{0}(X), c(Y)\right)$ if and only if

$$
\begin{array}{r}
\text { there exists } \lim _{n} A_{n k} \text { for each } k, \\
\sup _{n}\left\|\left(A_{n k}\right)\right\|<\infty \\
\sum A_{n k} \text { converges for each } n \tag{2.10}
\end{array}
$$

Theorem 1. Let $\left(B_{k}\right)$ be a sequence in $B(X, Y)$. Then $\left(B_{k}\right) \in\left\{R_{c}^{q}(X)\right\}^{\beta}$ if and only if

$$
\begin{array}{r}
\sup _{n}\left\|\left(D_{n k}\right)\right\|<\infty \\
\sum_{k=0}^{\infty}\left(B_{k} q_{k}^{-1}-B_{k+1} q_{k+1}^{-1}\right) Q_{k} \text { converges } \\
\lim _{n} B_{n} q_{n}^{-1} Q_{n} \text { exists. } \tag{2.13}
\end{array}
$$

Proof. Let $\mathbf{x}=\left(x_{k}\right) \in R_{c}^{q}(X)$ and its $\mathbf{R}^{q}$-transform be $\mathbf{y}=\left(y_{k}\right)=\left(R_{k}^{q}(\mathbf{x})\right)$ and let $\left(B_{k}\right)$ be a sequence in $B(X, Y)$. Consider the equation

$$
\begin{align*}
\sum_{k=0}^{n} B_{k} x_{k} & =\sum_{k=0}^{n} B_{k} q_{k}^{-1}\left(Q_{k} y_{k}-Q_{k-1} y_{k-1}\right)  \tag{2.14}\\
& =\sum_{k=0}^{n-1}\left(B_{k} q_{k}^{-1}-B_{k+1} q_{k+1}^{-1}\right) Q_{k} y_{k}+B_{n} q_{n}^{-1} Q_{n} y_{n} \\
& =(D y)_{n}
\end{align*}
$$

where $\mathbf{D}=\left(D_{n k}\right)$ is defined by

$$
D_{n k}= \begin{cases}\left(B_{k} q_{k}^{-1}-B_{k+1} q_{k+1}^{-1}\right) Q_{k} & , \quad 0 \leq k<n  \tag{2.15}\\ B_{n} q_{n}^{-1} Q_{n} & , k=n \\ O & , k>n\end{cases}
$$

for each non-negative integer $n, k$. Hence we deduce from 2.14 that

$$
\begin{aligned}
\left(B_{k} x_{k}\right) \in c s(Y) \text { whenever } \mathbf{x}=\left(x_{k}\right) \in R_{c}^{q}(X) & \Leftrightarrow \mathbf{D} \mathbf{y} \in c(Y) \text { whenever } \mathbf{y}=\left(y_{k}\right) \in c(X) \\
& \Leftrightarrow \mathbf{D}=\left(D_{n k}\right) \in(c(X), c(Y)) .
\end{aligned}
$$

Therefore, if we consider the Lemma 1 then it is obvious that the columns of the matrix $\mathbf{D}$ are in the space $c(Y)$, in the sense of strong operator topology. Moreover,
we derive from $(2.2)$ and 2.4 that

$$
\begin{array}{r}
\sup _{n}\left\|\left(D_{n k}\right)\right\|<\infty, \\
\sum_{k=0}^{\infty}\left(B_{k} q_{k}^{-1}-B_{k+1} q_{k+1}^{-1}\right) Q_{k} \text { converges, } \\
\lim _{n} B_{n} q_{n}^{-1} Q_{n} \text { exists. }
\end{array}
$$

Theorem 2. Let $\left(B_{k}\right)$ be a sequence in $B(X, Y)$. Then $\left(B_{k}\right) \in\left\{R_{0}^{q}(X)\right\}^{\beta}$ if and only if

$$
\begin{equation*}
\sup _{n}\left\|\left(D_{n k}\right)\right\|<\infty \tag{2.16}
\end{equation*}
$$

Proof. It can easily be proved according to the proof of Theorem 1 and Lemma 3.

Theorem 3. Let $\left(B_{k}\right)$ be a sequence in $B(X, Y)$. Then $\left(B_{k}\right) \in\left\{R_{\infty}^{q}(X)\right\}^{\beta}$ if and only if

$$
\sup _{n}\left(\sup _{p}\left\|\sum_{k=m}^{m+p}\left(D_{n k}-D_{k}\right) y_{k}\right\|\right) \rightarrow \infty \text { as } m \rightarrow \infty
$$

where $\lim _{n} D_{n k}=D_{k}$ for each non-negative integer $k$ and $y_{k} \in S$.
Proof. Let $\mathbf{x}=\left(x_{k}\right) \in R_{\infty}^{q}(X)$ and its $\mathbf{R}^{q}$-transform be $\mathbf{y}=\left(y_{k}\right)=\left(R_{k}^{q}(\mathbf{x})\right)$ and let $\left(B_{k}\right)$ be a sequence in $B(X, Y)$. If we consider the equation 2.14 and 2.15), then we deduce

$$
\begin{aligned}
\left(B_{k} x_{k}\right) \in c s(Y) \text { whenever } \mathbf{x}=\left(x_{k}\right) \in R_{\infty}^{q}(X) & \Leftrightarrow \mathbf{D y} \in c(Y) \text { whenever } \mathbf{y}=\left(y_{k}\right) \in \ell_{\infty}(X) \\
& \Leftrightarrow \mathbf{D}=\left(D_{n k}\right) \in\left(\ell_{\infty}(X), c(Y)\right)
\end{aligned}
$$

Now, we consider the Lemma 2 for the matrix $D_{n k}$. It is clear that $\lim _{n} D_{n k}=$ $\left(B_{k} q_{k}^{-1}-B_{k+1} q_{k+1}^{-1}\right) Q_{k}$ for each $k$, i.e., the columns of the matrix $\mathbf{D}=\left(D_{n k}\right)$ are in the space $c(Y)$. Thus, we shall examine 2.6 and 2.7 for the matrix $\mathbf{D}=\left(D_{n k}\right)$. Clearly

$$
\lim _{m \rightarrow \infty}\left\|R_{n m}\right\|=\lim _{m \rightarrow \infty}\left(\sup _{p}\left\|\sum_{k=m}^{m+p} D_{n k} y_{k}\right\|\right)=0
$$

for each $n$ and $y_{k} \in S$. Now we consider the following equation

$$
\sup _{n}\left\|R_{n m}-R_{m}\right\|=\sup _{n}\left(\sup _{p}\left\|\sum_{k=m}^{m+p}\left(D_{n k}-D_{k}\right) y_{k}\right\|\right) .
$$

Consequently, $\mathbf{D}=\left(D_{n k}\right) \in\left(\ell_{\infty}(X), c(Y)\right)$ if and only if

$$
\sup _{n}\left(\sup _{p}\left\|\sum_{k=m}^{m+p}\left(D_{n k}-D_{k}\right) y_{k}\right\|\right) \rightarrow 0 \text { as } m \rightarrow \infty
$$

The next lemma were examined by Maddox in [3] Theorem 4.9. In this theorem if we get $p=1$, then we can easily obtain the necessary and sufficient conditions for $\left.\left(A_{n k}\right) \in\left(\ell_{1}(X), \ell_{1}(Y)\right)\right)$ :

Lemma 4. Let $A_{n k} \in B(X, Y)$ for all $k, n \in \mathbb{N}$. Then $\left(A_{n k}\right) \in\left(\ell_{1}(X), \ell_{1}(Y)\right)$ if and only if

$$
\begin{equation*}
\sup \sum_{n=0}^{\infty}\left\|A_{n k} z\right\|<\infty \tag{2.17}
\end{equation*}
$$

where the supremum is taken over all $z \in U$ and all non-negative integers $k$.
Theorem 4. Let $\left(B_{k}\right)$ be a sequence in $B(X, Y)$. Then $\left(B_{k}\right) \in\left\{R_{1}^{q}(X)\right\}^{\alpha}$ if and only if

$$
\sup \left\{\left\|B_{k} q_{k}^{-1} Q_{k} z\right\|+\left\|B_{k+1} q_{k+1}^{-1} Q_{k} z\right\|\right\}<\infty
$$

where the supremum is taken over all $z \in U$ and all non-negative integers $k$.
Proof. Let $\mathbf{x}=\left(x_{k}\right) \in R_{1}^{q}(X)$ and its $R^{q}$-transform be $\mathbf{y}=\left(y_{k}\right)=\left(R_{k}^{q}(\mathbf{x})\right)$. Let $\left(B_{k}\right)$ be a sequence in $B(X, Y)$. Then, we have

$$
\begin{aligned}
B_{n} x_{n} & =B_{n} q_{n}^{-1}\left(Q_{n} y_{n}-Q_{n-1} y_{n-1}\right) \\
& =-B_{n} q_{n}^{-1} Q_{n-1} y_{n-1}+B_{n} q_{n}^{-1} Q_{n} y_{n} \\
& =(C y)_{n}
\end{aligned}
$$

where $\mathbf{C}=\left(C_{n k}\right)$ is defined by

$$
C_{n k}=\left\{\begin{array}{lll}
-B_{n} q_{n}^{-1} Q_{n-1} & , & k=n-1 \\
B_{n} q_{n}^{-1} Q_{n} & , & k=n \\
O & , & \text { otherwise }
\end{array}\right.
$$

for each non-negative integers $n, k$.

$$
\begin{aligned}
\left(B_{k} x_{k}\right) \in \ell_{1}(Y) \text { whenever } \mathbf{x}=\left(x_{k}\right) \in R_{1}^{q}(X) & \Leftrightarrow \mathbf{C y} \in \ell_{1}(Y) \text { whenever } \mathbf{y}=\left(y_{k}\right) \in \ell_{1}(X) \\
& \Leftrightarrow \mathbf{C}=\left(C_{n k}\right) \in\left(\ell_{1}(X), \ell_{1}(Y)\right) .
\end{aligned}
$$

Therefore, we have by Lemma 4 that

$$
\left(B_{k}\right) \in\left\{R_{1}^{q}(X)\right\}^{\alpha} \Leftrightarrow \sup _{k}\left\{\left\|B_{k} q_{k}^{-1} Q_{k} z\right\|+\left\|B_{k+1} q_{k+1}^{-1} Q_{k} z\right\|\right\}<\infty .
$$

## 3. MATRIX TRANSFORMATIONS

In these section, we characterize the classes $\left(\mu(X)_{\mathbf{R}^{q}}, \lambda(Y)\right)$ and $\left(\lambda(X), \mu(Y)_{\mathbf{R}^{q}}\right)$ where $X$ and $Y$ are Banach spaces and $\mu$ and $\lambda$ are certain sequence spaces. Firstly, we define the pair of summability methods (operator version) such that one of them is applied to the sequences in the space $\mu(X)_{\mathbf{R}^{q}}$ and the other one is applied to the sequences in the space $\mu(X)$.

Let $E_{n k}$ and $F_{n k}$ be bounded operators on $X$ into $Y$ and let $\mathbf{E}=\left(E_{n k}\right)$ and $\mathbf{F}=\left(F_{n k}\right)$ be infinite matrices such that $\mathbf{E}$ maps the sequence $\mathbf{x}=\left(x_{k}\right)$ to the sequence $\mathbf{u}=\left(u_{n}\right)$ and $\mathbf{F}$ maps the sequence $\mathbf{y}=\left(y_{k}\right)=\left(\sum_{j=0}^{k} Q_{k}^{-1} q_{j} x_{j}\right)$ to the sequence $\mathbf{v}=\left(v_{n}\right)$, i.e.,

$$
\begin{align*}
& u_{n}=(\mathbf{E x})_{n}=\sum_{k=0}^{\infty} E_{n k} x_{k}  \tag{3.1}\\
& v_{n}=(\mathbf{F y})_{n}=\sum_{k=0}^{\infty} F_{n k} y_{k} \tag{3.2}
\end{align*}
$$

for $n=0,1,2, .$.
It is clear that the method $\mathbf{E}=\left(E_{n k}\right)$ and $\mathbf{F}=\left(F_{n k}\right)$ are originally different since $\mathbf{E}$ is applied to the $\mathbf{x}=\left(x_{k}\right)$ while $\mathbf{F}$ is applied to the $\mathbf{R}^{q}$ transform of $\mathbf{x}=\left(x_{k}\right)$.

Let us assume that the matrix product $\mathbf{F} \mathbf{R}^{q}$. If $u_{n}$ becomes $v_{n}$ (or $v_{n}$ becomes $u_{n}$ ) then we shall say that the methods $\mathbf{E}$ and $\mathbf{F}$ are the pair of summability methods, shortly PSM. Therefore, $\mathbf{F R}^{q}$ exists and is equal to $\mathbf{E}$ and $\left(\mathbf{F R}^{q}\right)(\mathbf{x})=\mathbf{F}\left(\mathbf{R}^{q}(\mathbf{x})\right)$ formally holds, if one side exists. This statement is equivalent to the relation

$$
\begin{equation*}
E_{n k}=\sum_{j=k}^{\infty} F_{n j} Q_{j}^{-1} q_{k} \text { or } F_{n k}=\left(E_{n k} q_{k}^{-1}-E_{n, k+1} q_{k+1}^{-1}\right) Q_{k} \tag{3.3}
\end{equation*}
$$

Now, we show that $v_{n}$ can be turn into $u_{n}$,

$$
\begin{align*}
v_{n} & =(\mathbf{F y})_{n}=\sum_{k=0}^{\infty} F_{n k} y_{k}=\sum_{k=0}^{\infty} F_{n k} \sum_{j=0}^{k} Q_{k}^{-1} q_{j} x_{j}  \tag{3.4}\\
& =\sum_{j=0}^{\infty} \sum_{k=j}^{\infty} F_{n k} Q_{k}^{-1} q_{j} x_{j}=u_{n}
\end{align*}
$$

But the inversion in the order of summation may not be justified. Hence, $\mathbf{E}$ and $\mathbf{F}$ are not necessarily equivalent.

We consider the partial sums of the (3.1) and (3.2)

$$
\begin{equation*}
\sum_{k=0}^{m} E_{n k} x_{k}=\sum_{k=0}^{m-1}\left(E_{n k} q_{k}^{-1}-E_{n, k+1} q_{k+1}^{-1}\right) Q_{k} y_{k}+E_{n m} q_{m}^{-1} Q_{m} y_{m} \tag{3.5}
\end{equation*}
$$

Thus, one of the series ( 3.1 ) and ( 3.2 ) converges then the other converges if and only if

$$
\begin{equation*}
\lim _{m \rightarrow \infty} E_{n m} q_{m}^{-1} Q_{m} y_{m}=\alpha_{n} \quad(\text { for each } \mathrm{n}) \tag{3.6}
\end{equation*}
$$

If (3.6) holds, the sums are connected by the equation

$$
\begin{equation*}
u_{n}=v_{n}+\alpha_{n} . \tag{3.7}
\end{equation*}
$$

Hence, if $\left(y_{n}\right)$ is summable by one of the methods $\mathbf{E}, \mathbf{F}$, then it is summable by the other one if and only if ( 3.7 ) holds and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \alpha_{n}=\rho . \tag{3.8}
\end{equation*}
$$

Therefore, the limits of $\mathbf{F}$ and $\mathbf{E}$ differ by $\rho$. Thus, a necessary and sufficient condition for $\mathbf{F}$ and $\mathbf{E}$ methods summable any sequence to the same limit, if $\mathbf{F}$ summability implies that 3.7 holds with $\rho=0$. Even if we take $\mathbf{E}$ for $\mathbf{F}$ the result does not changed. In the case that when $(3.7)$ holds with $\rho \neq 0$ for some sequence, we say that the methods $\mathbf{E}$ and $\mathbf{F}$ are inconsistent.

Now we give two basic theorems. The first one characterizes the matrix classes of $\left(\mu(X)_{\mathbf{R}^{q}}, \lambda(Y)\right)$ and the other one characterizes the matrix classes of $\left(\lambda(X), \mu(Y)_{\mathbf{R}^{q}}\right)$.

Theorem 5. Let $X, Y$ be Banach spaces and $E_{n k}, F_{n k}$ be bounded operators on $X$ into $Y$. Then $\boldsymbol{E}=\left(E_{n k}\right) \in\left(\lambda(X)_{\boldsymbol{R}^{q}}, \mu(Y)\right)$ if and only if $\boldsymbol{F}=\left(F_{n k}\right) \in(\lambda(X), \mu(Y))$ and

$$
\begin{equation*}
\boldsymbol{F}^{(n)} \in(\lambda(X), c(Y)) \tag{3.9}
\end{equation*}
$$

for every fixed $n=0,1,2 \ldots$ where $\boldsymbol{F}^{(n)}=\left(F_{m k}^{(n)}\right)$ by

$$
F_{m k}^{(n)}= \begin{cases}\left(E_{n k} q_{k}^{-1}-E_{n, k+1} q_{k+1}^{-1}\right) Q_{k} & , \quad k<m \\ E_{n m} q_{m}^{-1} Q_{m} & , \quad k=m \\ O & , \quad \text { otherwise }\end{cases}
$$

for each non-negative integers $m, k$.
Proof. Let $\mathbf{E}=\left(E_{n k}\right) \in\left(\lambda(X)_{\mathbf{R}^{q}}, \mu(Y)\right)$ and take $\mathbf{x} \in \lambda(X)_{\mathbf{R}^{q}}$. Then $\mathbf{F R}^{q}$ exists and $\left(E_{n k}\right)_{k} \in\left\{\lambda(X)_{\mathbf{R}^{q}}\right\}^{\beta}$. So we have that $(3.9)$ is necessary and $\left(F_{n k}\right)_{k} \in\{\lambda(X)\}^{\beta}$ for $n=0,1,2 \ldots$. Hence $\mathbf{F y}$ exists for each $\mathbf{y} \in \lambda(X)$. Letting $m \rightarrow \infty$ in the equality (3.5), we have by (3.3) Ex $=\mathbf{F y}$. Consequently we get $\mathbf{F} \in(\lambda(X), \mu(Y))$.

Conversely, let $\mathbf{F} \in(\lambda(X), \mu(Y))$ and 3.9 hold and take any $\mathbf{y} \in \lambda(X)$. Then we have $\left(F_{n k}\right)_{k} \in\{\lambda(X)\}^{\beta}$ which implies by 3.9 that $\left(E_{n k}\right)_{k} \in\left\{\lambda(X)_{\mathbf{R}^{q}}\right\}^{\beta}$ for
each non-negative $n$. Hence Ex exists. Therefore, letting $m \rightarrow \infty$ in the equality


We write throughout for brevity that $\tilde{A}_{n k}=\left(E_{n k} q_{k}^{-1}-E_{n, k+1} q_{k+1}^{-1}\right) Q_{k}$ and consider the following conditions

$$
\begin{equation*}
\sup _{n}\left\|\left(A_{n m}\right)\right\|<\infty \tag{3.10}
\end{equation*}
$$

$$
\begin{equation*}
\text { there exists } \lim _{n} A_{n k}=A_{k} \text { for each } k \tag{3.11}
\end{equation*}
$$

$$
\begin{align*}
& \sum A_{n k} \text { converges for each } n  \tag{3.12}\\
& \text { there exists } \lim _{n} \sum A_{n k}  \tag{3.13}\\
\lim _{m}\left\|R_{n m}\right\|= & 0 \text { for each } n  \tag{3.14}\\
\sup _{n}\left\|R_{n m}-R_{m}\right\| \rightarrow & 0(\mathrm{~m} \rightarrow \infty) . \tag{3.15}
\end{align*}
$$

Corollary 1. Let $X$ and $Y$ be Banach spaces, and $A_{n k} \in B(X, Y)$.
(i) $\boldsymbol{A}=\left(A_{n k}\right) \in\left(R_{c}^{q}(X), c(Y)\right)$ if and only if (3.10)-(3.13) hold with $\tilde{A}_{n k}$ instead of $A_{n k}$ and (3.9) holds with $\lambda=c$.
(ii) $\boldsymbol{A}=\left(A_{n k}\right) \in\left(R_{\infty}^{q}(X), c(Y)\right)$ if and only if (3.14) and (3.15) hold with $\tilde{A}_{n k}$ instead of $A_{n k}$ and (3.9) holds with $\lambda=\ell_{\infty}$.
(iii) $\boldsymbol{A}=\left(A_{n k}\right) \in\left(R_{0}^{q}(X), c(Y)\right)$ if and only if (3.10)-(3.12) hold with $\tilde{A}_{n k}$ instead of $A_{n k}$ and (3.9) holds with $\lambda=c_{0}$.

Theorem 6. Let $X$ and $Y$ be Banach spaces, and $A_{n k} \in B(X, Y)$, and $T_{n k} \in$ $B(Y, Y)$ and $\boldsymbol{T}=\left(T_{n k}\right)$ be a triangle. Then $\boldsymbol{A}=\left(A_{n k}\right) \in\left(\mu(X), \lambda(Y)_{T}\right)$ if and only if $\boldsymbol{T A} \in(\mu(X), \lambda(Y))$.

Proof. Let we define $\mathbf{C}=\left(C_{m k}\right)$ with $\mathbf{C}=\mathbf{T A}$ i.e.,

$$
C_{m k}(x)=\sum_{n=0}^{\infty} T_{m n} A_{n k} x=\sum_{n=0}^{m} T_{m n} A_{n k} x
$$

for all $x \in X$ and $m, k \in\{0,1,2, \ldots\}$.

Let $\mathbf{A}=\left(A_{n k}\right) \in\left(\mu(X), \lambda(Y)_{\mathbf{T}}\right)$. Hence $A_{n}=\left(A_{n k}\right)_{k} \in\{\mu(X)\}^{\beta}$ for each $n \in\{0,1,2, \ldots\}$.

$$
\begin{align*}
C_{m}(\mathbf{x}) & =\sum_{k=0}^{\infty} C_{m k} x_{k}=\sum_{k=0}^{\infty}\left(\sum_{n=0}^{m} T_{m n} A_{n k}\right) x_{k} \\
& =\sum_{k=0}^{\infty} T_{m k} \sum_{j=0}^{\infty} A_{k j} x_{j}=T_{m}(\mathbf{A}(\mathbf{x})) \tag{3.16}
\end{align*}
$$

for all $\mathbf{x}=\left(x_{k}\right) \in \mu(X)$ and for all $m \in\{0,1,2, \ldots\}$. Since $\mathbf{A}(\mathbf{x}) \in \lambda(Y)_{\mathbf{T}}$ for all $\mathbf{x} \in \mu(X)$ we have that by 3.16

$$
\mathbf{C}(\mathbf{x})=(\mathbf{T A})(\mathbf{x})=\mathbf{T}(\mathbf{A}(\mathbf{x})) \in \lambda(Y)
$$

which leads us to $\mathbf{C}=\mathbf{T A} \in(\mu(X), \lambda(Y))$.
Conversely, let $\mathbf{C}=\left(C_{m k}\right) \in(\mu(X), \lambda(Y))$. We now show that $A_{n}=\left(A_{n k}\right)_{k} \in$ $\{\mu(X)\}^{\beta}$ for each $n \in\{0,1,2, \ldots\}$. First $C_{0}=\left(C_{0 k}\right)_{k} \in\{\mu(X)\}^{\beta}$ implies convergence of the series

$$
A_{0}(\mathbf{x})=\sum_{k=0}^{\infty} A_{0 k} x_{k}=\sum_{k=0}^{\infty} T_{00}^{-1} C_{0 k} x_{k}=T_{00}^{-1} C_{0}(\mathbf{x})
$$

for all $\mathbf{x}=\left(x_{k}\right) \in \mu(X)$, i.e., $A_{0} \in\{\mu(X)\}^{\beta}$. We assume $A_{p} \in\{\mu(X)\}^{\beta}$ for $0 \leq p \leq n$ for some $n \geq 0$. Since $C_{n+1} \in\{\mu(X)\}^{\beta}$, the series

$$
\begin{aligned}
C_{n+1}(\mathbf{x})-\sum_{p=0}^{n} T_{n+1, p} A_{p}(\mathbf{x}) & =\sum_{k=0}^{\infty}(T A)_{n+1, k} x_{k}-\sum_{p=0}^{n} T_{n+1, p} A_{p}(\mathbf{x}) \\
& =\sum_{k=0}^{\infty} \sum_{p=0}^{n+1} T_{n+1, p} A_{p k} x_{k}-\sum_{k=0}^{\infty} \sum_{p=0}^{n} T_{n+1, p} A_{p k} x_{k} \\
& =\sum_{k=0}^{\infty} T_{n+1, n+1} A_{n+1, k} x_{k} \\
& =T_{n+1, n+1} A_{n+1}(\mathbf{x})
\end{aligned}
$$

for all $\mathbf{x}=\left(x_{k}\right) \in \mu(X)$ which show that $A_{n+1}(\mathbf{x})$ convergence for all $\mathbf{x}=\left(x_{k}\right) \in$ $\mu(X)$. Hence $A_{n+1} \in\{\mu(X)\}^{\beta}$. Consequently, $\mathbf{C}(\mathbf{x}) \in \lambda(Y)$ for all $\mathbf{x}=\left(x_{k}\right) \in \mu(X)$ implies $\mathbf{T}(\mathbf{A}(\mathbf{x})) \in \lambda(Y)$ for all $\mathbf{x}=\left(x_{k}\right) \in \mu(X)$. Hence $\mathbf{A}(\mathbf{x}) \in\left(\mu(X), \lambda(Y)_{\mathbf{T}}\right)$.

Remark 1. Let $A_{n k} \in B(X, Y)$ and $\boldsymbol{A}=\left(A_{n k}\right)$ be any infinite matrix. If we take $\boldsymbol{T}=\boldsymbol{R}_{q}=\left(R_{n j}^{q}\right)$ in Theorem 6, then we have the matrix $\boldsymbol{C}=\boldsymbol{R}^{q} \boldsymbol{A}=\left(C_{n k}\right)$ as

$$
C_{n k}(x)=\sum_{j=0}^{\infty} R_{n j}^{q} A_{j k} x=Q_{n}^{-1} \sum_{j=0}^{n} q_{j} A_{j k} x
$$

for all $n, k \in\{0,1,2, \ldots\}$. Hence $\boldsymbol{C}=\left(C_{n k}\right)=\left(Q_{n}^{-1} \sum_{j=0}^{n} q_{j} A_{j k}\right)$

Corollary 2. Let $X$ and $Y$ be Banach spaces, and $A_{n k} \in B(X, Y)$
(i) $\boldsymbol{A}=\left(A_{n k}\right) \in\left(c(X), R_{c}^{q}(Y)\right)$ if and only if (3.10)-3.13) hold with $C_{n k}$ instead of $A_{n k}$.
(ii) $\boldsymbol{A}=\left(A_{n k}\right) \in\left(\ell_{\infty}(X), R_{c}^{q}(Y)\right)$ if and only if (3.14) and (3.15) hold with $C_{n k}$ instead of $A_{n k}$.
(iii) $\boldsymbol{A}=\left(A_{n k}\right) \in\left(c_{0}(X), R_{c}^{q}(Y)\right)$ if and only if (3.10)-(3.12) hold with $C_{n k}$ instead of $A_{n k}$.
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