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k-AUTOCORRELATION AND ITS APPLICATIONS

HAYRULLAH ÖZİMAMOĞLU, MURAT ŞAHIN, AND OKTAY ÖLMEZ

Abstract. The standard autocorrelation measures similarities between a bi-
nary sequence and its any shifted form. In this paper, we introduce the concept
of the k-autocorrelation of a binary sequence as a generalization of the stan-
dard autocorrelation. We give two applications of the k-autocorrelation. The
first one is related the additive circulant codes over F4 in coding theory. We
use the k-autocorrelation to determine the minimum distance of additive cir-
culant codes over F4. The second one is related the (7, 3, 1)-BIBD in design
theory. The k-autocorrelation coeffi cients give us information about the lines
in the (7, 3, 1)-BIBD.

1. Introduction

Autocorrelation is used to measure similarities between a sequence and its shifted
forms. It has applications in communication systems and cryptography. Let a =
(a0, a1, a2, . . . , an−1) be a binary sequence and aτ = (a−τ , a1−τ , a2−τ , . . . , an−1−τ )
be its shifted forms for τ = 1, 2, · · · , n − 1. In this paper, indices of all sequences
are in modulo n. The standard autocorrelation of the sequences a and aτ is defined
by

cτ (a) =

n−1∑
i=0

(−1)ai+ai−τ .

{cτ (a)}n−1τ=0 sequence is called autocorrelation coeffi cients.
In this study, we introduce k-autocorrelation for a binary sequence and its k− 1

shifted forms. This concept is the generalization of standard autocorrelation. For
given τ1, τ2, . . . , τk−1 ∈ Z such that 1 ≤ τ1 < τ2 < · · · < τk−1 ≤ n − 1, we define
k-autocorrelation of the sequence a as follows:

cτ1,τ2,...,τk−1(a) =

n−1∑
i=0

(−1)ai+ai−τ1+ai−τ2+···+ai−τk−1 ,
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where

a = (a0, a1, a2, . . . , an−1),

aτ1 = (a−τ1 , a1−τ1 , a2−τ1 , . . . , an−1−τ1),

:

aτk−1
= (a−τk−1 , a1−τk−1 , a2−τk−1 , . . . , an−1−τk−1),

for any k = 2, 3, . . . , n. The sequence {cτ1,τ2,...,τk−1(a)} is called k-autocorrelation
coeffi cients. If we take k = 2, then we get the standard autocorrelation. Moreover,
we call

s = aτ1 + aτ2 + . . .+ aτk−1

total shift sequence for any binary sequence a, the k-autocorrelation measures the
similarity between the sequence a and the total shift sequence s.
For example, we calculate the standard autocorrelation and the 3-autocorrelation

for the sequence a = (0, 0, 1, 0, 1, 1) in Table 1 and Table 2, respectively.

Table 1.

τ aτ cτ (a)
1 (1, 0, 0, 1, 0, 1) −2
2 (1, 1, 0, 0, 1, 0) −2
3 (0, 1, 1, 0, 0, 1) 2
4 (1, 0, 1, 1, 0, 0) −2
5 (0, 1, 0, 1, 1, 0) −2

Table 2.

τ1, τ2 cτ1,τ2(a)
τ1 = 1, τ2 = 2 0
τ1 = 1, τ2 = 3 −4
τ1 = 1, τ2 = 4 4
τ1 = 1, τ2 = 5 0
τ1 = 2, τ2 = 3 4
τ1 = 2, τ2 = 4 0
τ1 = 2, τ2 = 5 −4
τ1 = 3, τ2 = 4 −4
τ1 = 3, τ2 = 5 4
τ1 = 4, τ2 = 5 0

This paper is organized as follows: In Section 2, we give basic definitions and
theorems. In Section 3, we determine the minimum distance of additive circulant
codes over F4 by the k-autocorrelation. In Section 4, we would like to motivate
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our definition by providing an example related to design theory. In this specific
example, we explain the relation between k-autocorrelation values of a sequence
and corresponding lines in the (7, 3, 1)-BIBD.

2. Preliminaries

The Hamming weight of u ∈ Fnq , denoted wt(u), is the number of nonzero com-
ponents of u. The Hamming distance between u and v, denoted d(u, v), is wt(u−v).
We assume that the binary sequence a = (a0, a1, a2, . . . , an−1) is a vector in Fn2 .
There is a relation between the standard autocorrelation cτ (a) and the Hamming
distance d(a,aτ ). It is given in the next lemma.

Lemma 1. For any binary sequence a = (a0, a1, a2, . . . , an−1) of length n,

cτ (a) = n− 2d(a,aτ ),
where aτ is the shifted form of the sequence a [2].

Since d(a,aτ ) = wt(a+aτ ) for any binary sequence a, then we have the following
corollary.

Corollary 2. For any binary sequence a = (a0, a1, a2, . . . , an−1) of length n,

2wt(a+ aτ ) + cτ (a) = n,

where aτ is the shifted form of the sequence a.

We generalize Corollary 2 in the next theorem.

Theorem 3. For any binary sequence a = (a0, a1, a2, . . . , an−1) of length n, and
for any k = 2, 3, . . . , n, we have

2wt(a+ aτ1 + aτ2 + · · ·+ aτk−1
) + cτ1,τ2,...,τk−1(a) = n,

where aτ j are the shifted forms of the sequence a for j = 1, 2, . . . , k − 1.

Proof. Let

(α0, α1, . . . , αn−1) = a+ aτ1 + aτ2 + · · ·+ aτk−1
,

where

αi =

{
0,
1,

if ai + ai−τ1 + ai−τ2 + · · ·+ ai−τk−1 ≡ 0 (mod 2),
if ai + ai−τ1 + ai−τ2 + · · ·+ ai−τk−1 ≡ 1 (mod 2),

(1)

for i = 0, 1, . . . , n− 1. Moreover,

wt(a+ aτ1 + aτ2 + · · ·+ aτk−1
) =

n−1∑
i=0

αi. (2)

Let βi = (−1)
ai+ai−τ1+ai−τ2+···+ai−τk−1 , for i = 0, 1, . . . , n− 1, then we have

βi =

{
1, if ai + ai−τ1 + ai−τ2 + · · ·+ ai−τk−1 ≡ 0 (mod 2),
−1, if ai + ai−τ1 + ai−τ2 + · · ·+ ai−τk−1 ≡ 1 (mod 2),

(3)
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for i = 0, 1, . . . , n− 1. As a result, by (1) , (2) and (3), we obtain

2wt(a+ aτ1 + aτ2 + · · ·+ aτk−1
) + cτ1,τ2,...,τk−1(a) =

n−1∑
i=0

2αi +

n−1∑
i=0

βi

=

n−1∑
i=0

(2αi + βi)

=

n−1∑
i=0

1

= n.

�

For x, y ∈ Fn2 , let z = x ∩ y ∈ Fn2 such that

zi =

{
1, if xi = yi = 1,

0, otherwise,
(4)

for i = 0, 1, . . . , n− 1. Then, we have Theorem 1.4.3 in [3] as follows:

wt(x+ y) = wt(x) + wt(y)− 2wt(x ∩ y). (5)

A linear code C of length n over Fq is a k dimensional subspace of Fnq ,denoted
[n, k], and the vectors in C are codewords of C. Specially, codes over F2 are called
binary codes. Theminimum distance d of the linear code C is the smallest Hamming
distance between distinct codewords. For the linear code C, the minimum distance
d is the same the minimum Hamming weight of the nonzero codewords of C. A
generator matrix for the linear [n, k] code C is any k × n matrix G whose rows
form a basis for C. The generator matrix of the form [Ik|A], where Ik is the k × k
identity matrix, is said to be in standard form. There is the (n− k)× n matrix H,
called a parity check matrix for the [n, k] code C, defined by

C =
{
c ∈ Fnq

∣∣HcT = 0} .
If G = [Ik |A ] is a generator matrix for the [n, k] code C in standard form, then

H =
[
−AT |In−k

]
is a parity check matrix for C (Theorem 1.2.1 in [3]).

The minimum distance d of a linear code C is related to a parity-check matrix
of C. Any d− 1 columns of H are linearly independent and H has d columns that
are linearly dependent if and only if C has minimum distance d (Corollary 4.5.7 in
[4]).
Two linear codes C1 and C2 are permutation equivalent provided there is a

permutation of coordinates which sends C1 to C2. Thus, C1 and C2 are permutation
equivalent provided there is a permutation matrix P such that G1 is a generator
matrix of C1 if and only if G1P is a generator matrix of C2. Then, if two linear
codes C1 and C2 are permutation equivalent, the minimum distance of these codes
are the same.
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Let B = {b1, b2, . . . , bp} be any binary column set of the same length and 1 ≤
q ≤ p. We define

αB =

q∑
j=1

bij

for 1 ≤ ij ≤ p. Note that αB contain all linear combinations of the set B.

Theorem 4. Let Gn×3n = [In×n : An×2n] be the generator matrix in the standard
form of the binary [3n, n] code C, and

H2n×3n = [A
T
n×2n : I2n×2n] = [x1 x2 · · ·xn : I2n×2n],

be the parity check matrix of the C, where xi is a binary column in the matrix AT ,
and wt(xi) = m for 1 ≤ i ≤ n.
Let S be any binary column set in the matrix AT , and 1 ≤ s ≤ n. We denote

αS =

s∑
j=1

xij

for 1 ≤ ij ≤ n. Then, wt(αS) ≥ m − s + 1 for all 1 ≤ s ≤ n if and only if the
minimum distance d of the code C is m+ 1.

Proof. (⇒) : We choose a column xi in the matrix AT for any 1 ≤ i ≤ n. Let eij
be a column in the identity matrix I2n×2n for any 1 ≤ ij ≤ 2n. Since wt (xi) = m,
there is a column set {ei1 , ei2 , . . . , eim} in the matrix I2n×2n such that

xi = ei1 + ei2 + · · ·+ eim .

The set {xi, ei1 , ei2 , . . . , eim} with m+ 1 elements is linearly dependent. Then, we
need to show that any column set with m elements in the parity check matrix H is
linearly independent.

(i) Let S be any column set with m elements in the matrix AT and 1 ≤ s ≤ m.
αS = xi1 + xi2 + . . .+ xis is any linear combination of the columns in the
set S for 1 ≤ ij ≤ n. Since by hypothesis

wt(αS) ≥ m− s+ 1
≥ 1,

αS isn’t equal to zero vector. Then the set S is linearly independent.
(ii) Let T be any column set with m elements in the matrix I2n×2n and 1 ≤

t ≤ m. αT = ei1 + ei2 + . . .+ eit is any linear combination of the columns
in the set T for 1 ≤ ij ≤ n. Since wt(αT ) = t 6= 0, αT isn’t equal to zero
vector. Hence the set T is linearly independent.

(iii) Let S be any column set with s elements in the matrix AT , T be any column
set with t elements in the matrix I2n×2n, 1 ≤ s, t < m and s+ t = m. We
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have

αS∪T = xi1 + xi2 + . . .+ xis + ei1 + ei2 + . . .+ eit

= αS + αT ,

for 1 ≤ ij ≤ n, and so αS +αT is any linear combination of the columns in
the set S ∪ T with m elements.
Since wt(αT ) = t, by the definition in (4) we have

wt(αS ∩ αT ) ≤ t. (6)

Since by hypothesis, (5) and (6),

wt(αS + αT ) = wt(αS) + wt(αT )− 2wt(αS ∩ αT )
≥ m− s+ 1 + t− 2t
= 1,

αS+αT isn’t equal to zero vector. Then the set S∪T is linearly independent.
(⇐) : Let S be any column set in the matrix AT , and 1 ≤ s ≤ n.

αS = xi1 + xi2 + . . .+ xis is any linear combination of the columns in the
set S for 1 ≤ ij ≤ n. Assume that for any 1 ≤ s ≤ n ,

wt(αS) < m− s+ 1 (7)

Let rij = [eij : xij ] be a row of the generator matrix G, where eij is a
row in the identity matrix In×n, and xij is a row in the matrix An×2n for
any 1 ≤ ij ≤ n. By (7), we have

wt(ri1 + ri2 + · · ·+ ris) < s+m− s+ 1
= m+ 1,

and this is contrary to the fact that the minimum distance of the code C
is m+ 1. Then the proof is completed.

�

3. Finding minimum distance of the additive circulant codes over F4
Given a finite field F and a subfield K ⊆ F such that [F : K] = e, a K-linear

subset C ⊆ Fn is called F/K-additive code (Definition 1 in [6]). We denote F4 =
{0, 1, w, w2}, where w2 = w+1. An additive code C over F4 of length n is additive
subgroup of Fn4 . C contains 2k codewords for some 0 ≤ k ≤ 2n, and can be defined
by a k × n generator matrix with entries from F4, whose rows span C additively.
C is called an (n, 2k) code. The minimum distance d of the code C is the minimal
Hamming distance between any two distinct codewords of C. Since C is an additive
code, the minimum distance is also given by the smallest nonzero weight of any
codeword in C.
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An additive (n, 2n) code C over F4 with generator matrix

G =


w g1 g2 · · · gn−1
gn−1 w g1 · · · gn−2
gn−2 gn−1 w · · · gn−3

: : :
. . . :

g1 g2 g3 · · · w


n×n

is called additive circulant code, where gi ∈ {0, 1} ⊆ F4 for i = 1, 2, . . . , n− 1. The
vector g = (w, g1, g2, . . . , gn−1) is called generator vector for the code C [1].
The additive (n, 2k) code C over F4 is transformed into a [3n, k] binary code

by the isometric embedding technique. There is a relation between the minimum
distances of these two codes as follows:

Lemma 5. (Isometric Embedding Technique) The isometric monomorphism
is given by σ : F4 −→ F32, 0 −→ (0, 0, 0), 1 −→ (1, 1, 0), w −→ (1, 0, 1), w2 −→
(0, 1, 1). The minimum distance of an additive code C over F4 is given by

d(C) =
d(σ(C))

2

[6].

Let

g = (w, g1, g2, . . . , gn−1) (8)

be the generator vector of an additive circulant code C with length n over F4, where
gi ∈ {0, 1} ⊆ F4 for i = 1, 2, . . . , n− 1. Now we construct a binary sequence by the
vector g as follows:
We apply the map φ : F4 −→ F22, 0 −→ (0, 0), 1 −→ (1, 1), w −→ (1, 0), w2 −→

(0, 1) to the coordinates of the generator vector g, and so we define the binary
sequence

a = (φ(w), φ(g1), φ(g2), . . . , φ(gn−1)). (9)

Note that the length of the sequence a is 2n, and

wt(a) = 2wt(g)− 1 (10)

We determine whether the minimum distance of additive circulant code C over F4
is wt(g).

Lemma 6. Let g be defined in (8), and a be defined in (9). For even integers τ i
such that 2 ≤ τ1 < τ2 < . . . < τk−1 ≤ 2n − 2, we have wt(a + aτ1 + aτ2 + . . . +
aτk−1

) ≥ k.

Proof. Let α = (α0, α1, α2, α3 . . . , α2n−2, α2n−1) = a + aτ1 + aτ2 + · · · + aτk−1
.

Since φ(w) = (1, 0) and φ(gi) = (0, 0) or (1, 1) for i = 1, 2, . . . , n − 1, there are
exactly k pair (αj , αj+1) = (1, 0) or (0, 1) for some j = 0, 2, . . . , 2n−2 in the vector
α. Then, we have wt(α) ≥ k. �
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Lemma 7. Let g be defined in (8), and a be defined in (9). For even integers
τ i such that 2 ≤ τ1 < τ2 < . . . < τk−1 ≤ 2n − 2, if k ≥ wt(g), we have
cτ1,τ2,...,τk−1(a) ≤ sk, where sk = 2n− 2wt(a) + 2k − 2.

Proof. By hypothesis and (10),

k ≥ wt(g) ⇒ −2k ≤ −wt(a)− 1 (11)

⇒ 0 ≤ 2k − wt(a)− 1, (12)

and since wt(a+ aτ1 + aτ2 + . . .+ aτk−1
) ≥ k by Lemma 6, we get

− 2wt(a+ aτ1 + aτ2 + . . .+ aτk−1
) ≤ −2k. (13)

By Theorem 3, (11), (12) and (13), we obtain

cτ1,τ2,...,τk−1(a) = 2n− 2wt(a+ aτ1 + aτ2 + . . .+ aτk−1
)

≤ 2n− 2k
≤ 2n− wt(a)− 1
≤ (2n− wt(a)− 1) + (2k − wt(a)− 1)
= sk.

�

Theorem 8. Let g be defined in (8), and a be defined in (9). For even integers τ i
such that 2 ≤ τ1 < τ2 < . . . < τk−1 ≤ 2n− 2, if for all k = 2, 3, . . . , wt(g)− 1

cτ1,τ2,...,τk−1(a) ≤ sk,
where sk = 2n− 2wt(a) + 2k− 2, the minimum distance d of the additive circulant
code C over F4 is equal to wt(g) , otherwise the minimum distance d isn’t equal to
wt(g).

Proof. Let G1 be a generator n× n matrix of the additive circulant code C. If we
apply the map σ in Lemma 5 to G1, we have a n × 3n matrix G2. Let σ(C) be
the generated code with matrix G2. If we apply one permutation to columns of the
matrix G2, so we can obtain the generator matrix in the standard form

G3 =

 In×n

a
a2
a4
:

a2n−2

 .
Since the generated codes by G2 and G3 are equivalent, the minimum distances

d(σ(C)) of these codes are the same. The parity check matrix of the generated code
by G3 is

H3 =
[
a a2 a4 · · · a2n−2 : I2n×2n

]
, wt(aτ i) = wt(a).
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If k = 1, we have

wt(aτ i) = wt(a)− k + 1. (14)

By Lemma 7, if k ≥ wt(g),

cτ1,τ2,...,τk−1(a) ≤ sk, (15)

and by hypothesis, for all k = 2, 3, . . . , wt(g)− 1

cτ1,τ2,...,τk−1(a) ≤ sk. (16)

Since by Theorem 3, (15) and (16), for all k = 2, 3, . . . , n,

cτ1,τ2,...,τk−1(a) = 2n− 2wt(a+ aτ1 + aτ2 + . . .+ aτk−1
)

≤ 2n− 2wt(a) + 2k − 2,

we have
wt(a+ aτ1 + aτ2 + . . .+ aτk−1

) ≥ wt(a)− k + 1. (17)

Since for all k = 1, 2, . . . , n,

wt(a+ aτ1 + aτ2 + . . .+ aτk−1
) ≥ wt(a)− k + 1 (18)

by (14) and (17), and so by Theorem 4 , d(σ(C)) = wt(a) + 1. Then by Lemma 5
and (10), the minimum distance d of the code C is equal to

d(C) =
wt(a) + 1

2
= wt(g).

Assume that for ∃k = 2, 3, . . . , wt(g)− 1, cτ1,τ2,...,τk−1(a) > sk. Since by Theorem
3

cτ1,τ2,...,τk−1(a) = 2n− 2wt(a+ aτ1 + aτ2 + . . .+ aτk−1
)

> 2n− 2wt(a) + 2k − 2,

we get
wt(a+ aτ1 + aτ2 + . . .+ aτk−1

) < wt(a)− k + 1. (19)

By Theorem 4 and (19), d(σ(C)) 6= wt(a)+1 and then by Lemma 5, the minimum
distance d(C) of the code C isn’t equal to wt(g). �

Example 9. Let g = (w, 1, 1, 1, 0, 0) be a generator vector of the additive circulant
code C of length 6 over F4. So, the generator matrix of the code C is

G1 =


w 1 1 1 0 0
0 w 1 1 1 0
0 0 w 1 1 1
1 0 0 w 1 1
1 1 0 0 w 1
1 1 1 0 0 w


6×6

.
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Now we determine whether this code has a minimum distance of wt(g) = 4. If we
apply the map σ in Lemma 5 to the matrix G1, we have the matrix

G2 =


1 0 1
0 0 0
0 0 0
1 1 0
1 1 0
1 1 0

1 1 0
1 0 1
0 0 0
0 0 0
1 1 0
1 1 0

1 1 0
1 1 0
1 0 1
0 0 0
0 0 0
1 1 0

1 1 0
1 1 0
1 1 0
1 0 1
0 0 0
0 0 0

0 0 0
1 1 0
1 1 0
1 1 0
1 0 1
0 0 0

0 0 0
0 0 0
1 1 0
1 1 0
1 1 0
1 0 1


6×18

.

If we apply the permutation p to the columns of the matrix G2, where

p =

(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
3 6 9 12 15 18 1 2 4 5 7 8 10 11 13 14 16 17

)
,

we obtain the generator matrix in the standard form

G2 ' G3 =

 I6×6

1
0
0
1
1
1

0
0
0
1
1
1

1 1
1 0
0 0
0 0
1 1
1 1

1 1
1 1
1 0
0 0
0 0
1 1

1 1
1 1
1 1
1 0
0 0
0 0

0 0
1 1
1 1
1 1
1 0
0 0

0 0
0 0
1 1
1 1
1 1
1 0


6×18

.

Then, the parity check matrix of generated code by the matrix G3 is

H3 =
[
a a2 a4 a6 a8 a10 : I12×12

]
=



1 0 0 1 1 1
0 0 0 1 1 1
1 1 0 0 1 1
1 0 0 0 1 1
1 1 1 0 0 1
1 1 0 0 0 1
1 1 1 1 0 0
1 1 1 0 0 0
0 1 1 1 1 0
0 1 1 1 0 0
0 0 1 1 1 1
0 0 1 1 1 0

I12×12


12×18

.

In Table 3 , we calculate the 2-autocorrelation coeffi cients of the sequence

a = (φ(w), φ(1), φ(1), φ(1), φ(0), φ(0)) = (1, 0, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0).

Hence, 2-autocorrelation coeffi cients of the sequence a are

(c2(a), c4(a), c6(a), c8(a), c10(a)) = (4,−4,−8,−4, 4).

Since s2 = 0 by Theorem 8, for k = 2, and cτ (a) > s2 for τ = 2, 10, the minimum
distance of the code C isn’t equal to 4.
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Table 3.

τ aτ cτ (a)
2 (0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 0) 4
4 (0, 0, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1) −4
6 (1, 1, 0, 0, 0, 0, 1, 0, 1, 1, 1, 1) −8
8 (1, 1, 1, 1, 0, 0, 0, 0, 1, 0, 1, 1) −4
10 (1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 1, 0) 4

Example 10. In Table 4 , we calculate the 2-autocorrelation coeffi cients of all the
additive circulant codes of length 6 over F4 such that wt(g) = 4.

Table 4.

The generator vectors 2-autocorrelation coeffi cients
1 (w, 1, 1, 1, 0, 0) (4,−4,−8,−4, 4)
2 (w, 1, 1, 0, 1, 0) (−4, 0, 0, 0,−4)
3 (w, 1, 1, 0, 0, 1) (0,−4, 0,−4, 0)
4 (w, 1, 0, 1, 1, 0) (−4,−4, 8,−4,−4)
5 (w, 1, 0, 1, 0, 1) (−8, 8,−8, 8,−8)
6 (w, 1, 0, 0, 1, 1) (0,−4, 0,−4, 0)
7 (w, 0, 1, 1, 1, 0) (0, 0,−8, 0, 0)
8 (w, 0, 1, 1, 0, 1) (−4,−4, 8,−4,−4)
9 (w, 0, 1, 0, 1, 1) (−4, 0, 0, 0,−4)
10 (w, 0, 0, 1, 1, 1) (4,−4,−8,−4, 4)

In Table 4 , since cτ (a) > s2 = 0 for the codes in 1, 4, 5, 8 and 10, these codes
haven’t the minimum distance of 4. We calculate the 3-autocorrelation coeffi cients
for remained codes in Table 5 .

Table 5.

The generator vectors 3-autocorrelation coeffi cients
1 (w, 1, 1, 0, 1, 0) (2, 6,−2, 2,−2,−6, 6, 6,−2, 2)
2 (w, 1, 1, 0, 0, 1) (−2,−2, 6,−2, 6, 6,−2,−2, 6,−2)
3 (w, 1, 0, 0, 1, 1) (−2, 6,−2,−2,−2, 6, 6, 6,−2,−2)
4 (w, 0, 1, 1, 1, 0) (2, 2, 2, 2, 2,−6, 2, 2, 2, 2)
5 (w, 0, 1, 0, 1, 1) (2,−2, 6, 2, 6,−6,−2,−2, 6, 2)

For example, 3-autocorrelation coeffi cients are

(c2,4(a), c2,6(a), c2,8(a), c2,10(a), c4,6(a), c4,8(a), c4,10(a), c6,8(a), c6,10(a), c8,10(a))
= (2, 6,−2, 2,−2,−6, 6, 6,−2, 2)
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for the vector (w, 1, 1, 0, 1, 0) in 1. Since by Theorem 8, c2,6(a), c4,10(a), c6,8(a) >
s3 = 2, the generated code by this vector hasn’t the minimum distance of 4. As a
result, since by Theorem 8, s3 = 2 for k = 3 and cτ1,τ2(a) > 2 for the codes in
the 1, 2, 3 and 5, the minimum distances of these codes aren’t equal to 4. The
generated code by the vector (w, 0, 1, 1, 1, 0) in 4 have only the minimum distance
of 4.

4. Cases of the lines in the (7, 3, 1)-BIBD

Let v, k and λ be positive integers such that v > k ≥ 2. A (v, k, λ)-balanced
incomplete block design (which we abbreviate to (v, k, λ)-BIBD) is a design (X,A)
such that the following properties are satisfied:

(1) |X| = v,
(2) Each block contains exactly k points,
(3) Every pair of distinct points is contained in exactly λ blocks (Definition 1.2

in [5]).

Now, we can give (7, 3, 1)-BIBD. The (7, 3, 1)-BIBD is the set of points and
blocks, respectively

X = {0, 1, 2, 3, 4, 5, 6} ,
A = {013, 124, 235, 346, 045, 156, 026} .

We denote the block x1x2x3 ∈ A by the binary sequence a = (a0, a1, a2, a3, a4, a5, a6)
such that

ai =

{
1, if i ∈ {x1, x2, x3},
0, otherwise,

for i = 0, 1, . . . , 6. The shifted forms of the sequence a = (1, 1, 0, 1, 0, 0, 0) corre-
sponds the blocks of (7, 3, 1)-BIBD by this method. It is shown in Table 6.

Table 6.

τ aτ Blocks
0 (1, 1, 0, 1, 0, 0, 0) 013
1 (0, 1, 1, 0, 1, 0, 0) 124
2 (0, 0, 1, 1, 0, 1, 0) 235
3 (0, 0, 0, 1, 1, 0, 1) 346
4 (1, 0, 0, 0, 1, 1, 0) 045
5 (0, 1, 0, 0, 0, 1, 1) 156
6 (1, 0, 1, 0, 0, 0, 1) 026

The (7, 3, 1)-BIBD consists of seven points and seven blocks (lines). It is shown
in Figure 1. The k-autocorrelation coeffi cients of the sequence a give us the infor-
mation about intersections of these lines.
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Figure 1. The Fano Plane: A (7, 3, 1)-BIBD

Case 11. cτ (a) = −1 means that the any two lines intersect in a unique
point:
Since cτ (a) = −1 by Corollary 2 and the equation (5), we have wt(a ∩ aτ ) = 1.

Hence, any two lines intersect in a unique point.

Case 12. In Table 7 , we calculate the 3-autocorrelation coeffi cients of the sequence
a.

Table 7.

τ1, τ2 cτ1,τ2(a)
τ1 = 1, τ2 = 2 1
τ1 = 1, τ2 = 3 1
τ1 = 1, τ2 = 4 1
τ1 = 1, τ2 = 5 −7
τ1 = 1, τ2 = 6 1
τ1 = 2, τ2 = 3 −7
τ1 = 2, τ2 = 4 1
τ1 = 2, τ2 = 5 1
τ1 = 2, τ2 = 6 1
τ1 = 3, τ2 = 4 1
τ1 = 3, τ2 = 5 1
τ1 = 3, τ2 = 6 1
τ1 = 4, τ2 = 5 1
τ1 = 4, τ2 = 6 −7
τ1 = 5, τ2 = 6 1

(i) cτ1,τ2(a) = 1 means that any three lines don’t intersect in any
point:
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Let cτ1,τ2(a) = 1. We can easily obtain wt(a ∩ (aτ1 + aτ2)) = 2 by
Theorem 3 and the equation (5). Also, we get

wt(a ∩ (aτ1 + aτ2)) = |a ∩ aτ1 |+ |a ∩ aτ2 | − 2|a ∩ aτ1 ∩ aτ2 |
= 1 + 1− 2|a ∩ aτ1 ∩ aτ2 |

and so |a ∩ aτ1 ∩ aτ2 | = 0. Then the lines a, aτ1 and aτ2 don’t intersect
in any point.

(ii) cτ1,τ2(a) = −7 means that any three lines intersect in a unique
point:
Let cτ1,τ2(a) = −7. Similarly in the (i), we have |a ∩ aτ1 ∩ aτ2 | = 1,

and so these lines intersect in a unique point.
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